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Modern construction of uniform confidence bands for nonparametric densities (and other functions) often relies on the classical Smirnov-Bickel-Rosenblatt (SBR) condition; see, for example, Giné and Nickl (2010). This condition requires the existence of a limit distribution of an extreme value type for the supremum of a studentized empirical process (equivalently, for the supremum of a Gaussian process with the same covariance function as that of the studentized empirical process). The principal contribution of this paper is to remove the need for this classical condition. We show that a considerably weaker sufficient condition is derived from an anti-concentration property of the supremum of the approximating Gaussian process, and we derive an inequality leading to such a property for separable Gaussian processes. We refer to the new condition as a generalized SBR condition. Our new result shows that the supremum does not concentrate too fast around any value.

We then apply this result to derive a Gaussian multiplier bootstrap procedure for constructing honest confidence bands for nonparametric density estimators (this result can be applied in other nonparametric problems as well). An essential advantage of our approach is that it applies generically even in those cases where the limit distribution of the supremum of the studentized empirical process does not exist (or is unknown). This is of particular importance in problems where resolution levels or other tuning parameters have been chosen in a data-driven fashion, which is needed for adaptive constructions of the confidence bands. Finally, of independent interest is our introduction of a new, practical version of Lepski’s method, which computes the optimal, non-conservative resolution levels via a Gaussian multiplier bootstrap method.

1. Introduction. Let $X_1, \ldots, X_n$ be i.i.d. random vectors with common unknown density $f$ on $\mathbb{R}^d$. We are interested in constructing confidence
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bands for $f$ on a subset $\mathcal{X} \subset \mathbb{R}^d$ that are honest to a given class $\mathcal{F}$ of densities on $\mathbb{R}^d$. Typically, $\mathcal{X}$ is a compact set on which $f$ is bounded away from zero, and $\mathcal{F}$ is a class of smooth densities such as a subset of a Hölder ball. A confidence band $C_n = C_n(X_1, \ldots, X_n)$ is a family of random intervals

$$C_n := \{C_n(x) = [c_L(x), c_U(x)] : x \in \mathcal{X}\}$$

that contains the graph of $f$ on $\mathcal{X}$ with a guaranteed probability. Following [31], a band $C_n$ is said to be asymptotically honest with level $\alpha \in (0, 1)$ for the class $\mathcal{F}$ if

$$\lim_{n \to \infty} \inf_{f \in \mathcal{F}} P_f (f(x) \in C_n(x), \forall x \in \mathcal{X}) \geq 1 - \alpha.$$

Also, we say that a band $C_n$ is asymptotically honest at a polynomial rate with level $\alpha \in (0, 1)$ for the class $\mathcal{F}$ if

$$\inf_{f \in \mathcal{F}} P_f (f(x) \in C_n(x), \forall x \in \mathcal{X}) \geq 1 - \alpha - C n^{-c}$$

for some constants $c, C > 0$.

Let $\hat{f}_n(\cdot, l)$ be a generic estimator of $f$ with a smoothing parameter $l$, say bandwidth or resolution level, where $l$ is chosen from a candidate set $\mathcal{L}_n$; see [26, 42, 44] for a textbook level introduction to the theory of density estimation. Let $\tilde{l}_n = \tilde{l}_n(X_1, \ldots, X_n)$ be a possibly data-dependent choice of $l$ in $\mathcal{L}_n$. Denote by $\sigma_{n,f}(x, l)$ the standard deviation of $\sqrt{n} \hat{f}_n(x, l)$, i.e.,

$$\sigma_{n,f}(x, l) := \sqrt{n \text{Var}_f(\hat{f}_n(x, l))}^{1/2}.$$

Then we consider a confidence band of the form

$$C_n(x) = \left[\hat{f}_n(x, \tilde{l}_n) - \frac{c(\alpha)\sigma_{n,f}(x, \tilde{l}_n)}{\sqrt{n}}, \hat{f}_n(x, \tilde{l}_n) + \frac{c(\alpha)\sigma_{n,f}(x, \tilde{l}_n)}{\sqrt{n}}\right],$$

where $c(\alpha)$ is a (possibly data-dependent) critical value determined to make the confidence band to have level $\alpha$. Generally, $\sigma_{n,f}(x, l)$ is unknown and has to be replaced by an estimator.

A crucial point in construction of confidence bands is the computation of the critical value $c(\alpha)$. Assuming that $\sigma_{n,f}(x, l)$ is positive on $\mathcal{X} \times \mathcal{L}_n$, define the stochastic process

$$Z_{n,f}(v) := Z_{n,f}(x, l) := \frac{\sqrt{n}(\hat{f}_n(x, l) - \mathbb{E}_f[\hat{f}_n(x, l)])}{\sigma_{n,f}(x, l)},$$

where $v = (x, l) \in \mathcal{X} \times \mathcal{L}_n =: \mathcal{V}_n$. We refer to $Z_{n,f}$ as a “studentized process”. If, for the sake of simplicity, the bias $|f(x) - \mathbb{E}_f[\hat{f}_n(x, l)]|_{l=l_n}$ is sufficiently
small compared to $\sigma_{n,f}(x,\hat{i}_n)$, then

$$P_f(f(x) \in \mathcal{C}_n(x), \forall x \in X) \approx P_f\left(\sup_{x \in X} |Z_{n,f}(x,\hat{i}_n)| \leq c(\alpha)\right) \geq P_f\left(\sup_{v \in \mathcal{V}_n} |Z_{n,f}(v)| \leq c(\alpha)\right),$$

so that the band (2) will be of level $\alpha \in (0,1)$ by taking

$$c(\alpha) = (1 - \alpha)\text{-quantile of } \|Z_{n,f}\|_{\mathcal{V}_n} := \sup_{v \in \mathcal{V}_n} |Z_{n,f}(v)|.$$

The critical value $c(\alpha)$, however, is infeasible since the finite sample distribution of the process $Z_{n,f}$ is unknown. Instead, we estimate the $(1 - \alpha)$-quantile of $\|Z_{n,f}\|_{\mathcal{V}_n}$.

Suppose that one can find an appropriate centered Gaussian process $G_{n,f}$ indexed by $\mathcal{V}_n$ with known or estimable covariance structure such that $\|Z_{n,f}\|_{\mathcal{V}_n}$ is close to $\|G_{n,f}\|_{\mathcal{V}_n}$. Then we may approximate the $(1 - \alpha)$-quantile of $\|Z_{n,f}\|_{\mathcal{V}_n}$ by

$$c_{n,f}(\alpha) := (1 - \alpha)\text{-quantile of } \|G_{n,f}\|_{\mathcal{V}_n}.$$

Typically, one computes or approximates $c_{n,f}(\alpha)$ by one of the following two methods.

1. Analytical method: derive analytically an approximated value of $c_{n,f}(\alpha)$, by using an explicit limit distribution or large deviation inequalities.

2. Simulation method: simulate the Gaussian process $G_{n,f}$ to compute $c_{n,f}(\alpha)$ numerically, by using, for example, a multiplier method.

The main purpose of this paper is to introduce a general approach to establishing the validity of the so-constructed confidence band. Importantly, our analysis does not rely on the existence of an explicit (continuous) limit distribution of any kind, which is a major difference from the previous literature. For the density estimation problem, if $\mathcal{L}_n$ is a singleton, i.e., the smoothing parameter is chosen deterministically, the existence of such a continuous limit distribution, which is typically a Gumbel distribution, has been established for convolution kernel density estimators and some wavelet projection kernel density estimators [see 40, 1, 18, 20, 4, 5, 17]. We refer to the existence of the limit distribution as the Smirnov-Bickel-Rosenblatt (SBR) condition. However, the SBR condition has not been obtained for other density estimators such as non-wavelet projection kernel estimators based, for example, on Legendre polynomials or Fourier series. In addition,
to guarantee the existence of a continuous limit distribution often requires more stringent regularity conditions than a Gaussian approximation itself. More importantly, if $\mathcal{L}_n$ is not a singleton, which is typically the case when $\hat{l}_n$ is data-dependent, and so the randomness of $\hat{l}_n$ has to be taken into account, it is often hard to determine an exact limit behavior of $\|G_{n,f}\|_{\mathcal{V}_n}$.

We thus take a different route and significantly generalize the SBR condition. Our key ingredient is the anti-concentration property of suprema of Gaussian processes that shows that suprema of Gaussian processes do not concentrate too fast. To some extent, this is a reverse of numerous concentration inequalities for Gaussian processes. In studying the effect of approximation and estimation errors on the coverage probability, it is required to know how the random variable $\|G_{n,f}\|_{\mathcal{V}_n}$ concentrates or “anti-concentrates” around, say, its $(1 - \alpha)$-quantile. It is not difficult to see that $\|G_{n,f}\|_{\mathcal{V}_n}$ itself has a continuous distribution, so that with keeping $n$ fixed, the probability that $\|G_{n,f}\|_{\mathcal{V}_n}$ falls into the interval with center $c_{n,f}(\alpha)$ and radius $\epsilon$ goes to 0 as $\epsilon \to 0$. However, what we need to know is the behavior of those probabilities when $\epsilon$ depends on $n$ and $\epsilon = \epsilon_n \to 0$. In other words, bounding explicitly “anti-concentration” probabilities for suprema of Gaussian processes is desirable. We will first establish bounds on the Lévy concentration function (see Definition 2.1) for suprema of Gaussian processes and then use these bounds to quantify the effect of approximation and estimation errors on the finite sample coverage probability. We say that a generalized SBR condition or simply an anti-concentration condition holds if $\|G_{n,f}\|_{\mathcal{V}_n}$ concentrates sufficiently slowly, so that this effect is sufficiently small to yield asymptotically honest confidence bands.

As a substantive application of our results, we consider the problem of constructing honest adaptive confidence bands based on either convolution or wavelet projection kernel density estimators in Hölder classes $\mathcal{F} \subset \cup_{t \in [\underline{t}, \overline{t}]} \Sigma(t, L)$ for some $0 < \underline{t} < \overline{t} < \infty$ where $\Sigma(t, L)$ is the Hölder ball of densities with radius $L$ and smoothness level $t$. Following [6], we say the confidence band $\mathcal{C}_n$ is adaptive if for every $t, \varepsilon > 0$ there exists $C > 0$ such that for all $n \geq 1$,

$$
\sup_{f \in \mathcal{F} \cap \Sigma(t, L)} P_f \left( \sup_{x \in \mathcal{X}} \lambda(C_n(x)) > C r_n(t) \right) \leq \varepsilon,
$$

where $\lambda$ denotes the Lebesgue measure on $\mathbb{R}$ and $r_n(t) := (\log n / n)^{t/(2t + d)}$, the minimax optimal rate of convergence for estimating a density $f$ in the function class $\Sigma(t, L)$ in the sup-metric $d_\infty(\hat{f}, f) = \sup_{x \in \mathcal{X}} |\hat{f}(x) - f(x)|$. We use Lepski’s method [30, 2] to find an adaptive value of the smoothing parameter. Here our contribution is to introduce a Gaussian multiplier.
*bootstrap implementation* of Lepski’s method. This is a practical proposal since previous implementations relied on conservative (one-sided) maximal inequalities and are not necessarily recommended for practice; see, for example, [19] for a discussion.

We should also emphasize that our techniques can also be used for constructing honest and/or adaptive confidence bands in many other nonparametric problems, but in this paper we focus on the density problem for the sake of clarity. Our techniques (anti-concentration of separable Gaussian processes (Theorem 2.1), and coupling inequalities (Theorems A.1 and A.2)) are of particular importance in non-Donsker settings since they allow to prove validity of the Gaussian multiplier bootstrap for approximating distributions of suprema of sequences of empirical processes of VC type function classes where the metric entropy of the process may increase with $n$. Thus, these techniques may be important in many nonparametric problems. For example, applications of our anti-concentration bounds can be found in [10] and [11], which consider the problems of nonparametric inference on a minimum of a function and nonparametric testing of qualitative hypotheses about functions, respectively.

1.1. **Related references.** Confidence bands in nonparametric estimation have been extensively studied in the literature. A classical approach, which goes back to [40] and [1], is to use explicit limit distributions of normalized suprema of studentized processes. A “Smirnov-Bickel-Rosenblatt type limit theorem” combines Gaussian approximation techniques and extreme value theory for Gaussian processes. It was argued that the convergence to normal extremes is rather slow despite that the Gaussian approximation is relatively fast [24]. To improve the finite sample coverage, bootstrap is often used in construction of confidence bands [see 12, 3]. However, to establish the validity of bootstrap confidence bands, researchers relied on the existence of continuous limit distributions of normalized suprema of original studentized processes. In the deconvolution density estimation problem, [32] considered confidence bands without using Gaussian approximation. In the current density estimation problem, their idea reads as bounding the deviation probability of $\|\hat{f}_n - E[\hat{f}_n(\cdot)]\|_{\infty}$ by using Talagrand’s [41] inequality and replacing the expected supremum by the Rademacher average. Such a construction is indeed general and applicable to many other problems, but is likely to be more conservative than our construction.

1.2. **Organization of the paper.** In the next section, we give a new anti-concentration inequality for suprema of Gaussian processes. Section 3 contains a theory of generic confidence band construction under high level con-
ditions. These conditions are easily satisfied both for convolution and projection kernel techniques under mild primitive assumptions, which are also presented in Section 3. Section 4 is devoted to constructing honest adaptive confidence bands in Hölder classes. Finally, most proofs are contained in the Appendix, and some proofs and discussions are put into the Supplemental Material [9].

1.3. Notation. In what follows, constants $c, C, c_1, C_1, c_2, C_2, \ldots$ are understood to be positive and independent of $n$. The values of $c$ and $C$ may change at each appearance but constants $c_1, C_1, c_2, C_2, \ldots$ are fixed. Throughout the paper, $E_n[\cdot]$ denotes the average over index $1 \leq i \leq n$, i.e., it simply abbreviates the notation $n^{-1} \sum_{i=1}^{n} [\cdot]$. For example, $E_n[g(X_i)] = n^{-1} \sum_{i=1}^{n} g(X_i)$. For a set $T$, denote by $\mathcal{B}(T)$ the set of all bounded functions, that is, all functions $z : T \rightarrow \mathbb{R}$ such that

$$||z||_T := \sup_{t \in T} |z(t)| < \infty.$$  

Moreover, for a generic function $g$, we also use the notation $\|g\|_{\infty} := \sup_{x \in \mathbb{R}} |g(x)|$ where the supremum is taken over the domain of $g$. For two random variables $\xi$ and $\eta$, we write $\xi \overset{d}{=} \eta$ if they share the same distribution. The standard Euclidean norm is denoted by $|\cdot|$.

2. Anti-concentration of suprema of Gaussian processes. The main purpose of this section is to derive an upper bound on the Lévy concentration function for suprema of separable Gaussian processes, where the terminology is adapted from [39]. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be the underlying (complete) probability space.

**Definition 2.1 (Lévy concentration function).** Let $Y = (Y_t)_{t \in T}$ be a separable stochastic process indexed by a semi-metric space $T$. For all $x \in \mathbb{R}$ and $\epsilon \geq 0$, let

$$p_{x,\epsilon}(Y) := \mathbb{P}\left(\sup_{t \in T} Y_t - x \leq \epsilon\right).$$

Then the Lévy concentration function of $\sup_{t \in T} Y_t$ is defined for all $\epsilon \geq 0$ as

$$p_{\epsilon}(Y) := \sup_{x \in \mathbb{R}} p_{x,\epsilon}(Y).$$

Likewise, define $p_{x,\epsilon}(|Y|)$ by (5) with $\sup_{t \in T} Y_t$ replaced by $\sup_{t \in T} |Y_t|$ and define $p_{\epsilon}(|Y|)$ by (6) with $p_{x,\epsilon}(Y)$ replaced by $p_{x,\epsilon}(|Y|)$.  

Let $X = (X_t)_{t \in T}$ be a separable Gaussian process indexed by a semimetric space $T$ such that $E[X_t] = 0$ and $E[X_t^2] = 1$ for all $t \in T$. Assume that $\sup_{t \in T} X_t < \infty$ a.s. Our aim here is to obtain a qualitative bound on the concentration function $p_\epsilon(X)$. In a trivial example where $T$ is a singleton, i.e., $X$ is a real standard normal random variable, it is immediate to see that $p_\epsilon(X) \asymp \epsilon$ as $\epsilon \to 0$. A non-trivial case is that when $T$ is not a singleton and both $T$ and $X$ are indexed by $n = 1, 2, \ldots$, i.e., $T = T_n$ and $X = X^n = (X_{n,t})_{t \in T_n}$, and the complexity of the set $\{X_{n,t} : t \in T_n\}$ (in $L^2(\Omega, A, P)$) is increasing in $n$. In such a case, it is typically not known whether $\sup_{t \in T_n} X_{n,t}$ has a limiting distribution as $n \to \infty$ and therefore it is not trivial at all whether, for any sequence $\epsilon_n \to 0$, $p_{\epsilon_n}(X^n) \to 0$ as $n \to \infty$.

The following is the first main result of this paper.

**Theorem 2.1 (Anti-concentration for suprema of separable Gaussian processes).** Let $X = (X_t)_{t \in T}$ be a separable Gaussian process indexed by a semimetric space $T$ such that $E[X_t] = 0$ and $E[X_t^2] = 1$ for all $t \in T$. Assume that $\sup_{t \in T} X_t < \infty$ a.s. Then $a(X) := E[\sup_{t \in T} X_t] \in [0, \infty)$ and

$$p_\epsilon(X) \leq 4\epsilon (a(X) + 1),$$

for all $\epsilon \geq 0$.

The similar conclusion holds for the concentration function of $\sup_{t \in T} |X_t|$.

**Corollary 2.1.** Let $X = (X_t)_{t \in T}$ be a separable Gaussian process indexed by a semimetric space $T$ such that $E[X_t] = 0$ and $E[X_t^2] = 1$ for all $t \in T$. Assume that $\sup_{t \in T} X_t < \infty$ a.s. Then $a(|X|) := E[\sup_{t \in T} |X_t|] \in [\sqrt{2/\pi}, \infty)$ and

$$p_\epsilon(|X|) \leq 4\epsilon (a(|X|) + 1),$$

for all $\epsilon \geq 0$.

We refer to (7) and (8) as anti-concentration inequalities because they show that suprema of separable Gaussian processes can not concentrate too fast. The proof of Theorem 2.1 and Corollary 2.1 follows by extending the results in [8] where we derived anti-concentration inequalities for maxima of Gaussian random vectors. See the Appendix for a detailed exposition.
3. Generic construction of honest confidence bands. We go back to the analysis of confidence bands. Recall that we consider the following setting. We observe i.i.d. random vectors $X_1, \ldots, X_n$ with common unknown density $f \in \mathcal{F}$ on $\mathbb{R}^d$, where $\mathcal{F}$ is a nonempty subset of densities on $\mathbb{R}^d$. We denote by $P_f$ the probability distribution corresponding to the density $f$. We first state the result on the construction of honest confidence bands under certain high level conditions and then show that these conditions hold for most commonly used kernel density estimators.

3.1. Main Result. Let $X \subset \mathbb{R}^d$ be a set of interest. Let $\hat{f}_n(\cdot, l)$ be a generic estimator of $f$ with a smoothing parameter $l \in \mathcal{L}_n$ where $\mathcal{L}_n$ is the candidate set. Denote by $\sigma_{n,f}(x,l)$ the standard deviation of $\hat{P}_n(f_{\cdot,l})$. We assume that $\sigma_{n,f}(x,l)$ is positive on $\mathcal{V}_n := X \times \mathcal{L}_n$ for all $f \in \mathcal{F}$. Define the studentized process $Z_{n,f} = \{Z_{n,f}(v) : v = (x,l) \in \mathcal{V}_n\}$ by (3). Let $W_{n,f} := \|Z_{n,f}\|_{\mathcal{V}_n}$ denote the supremum of the studentized process. We assume that $W_{n,f}$ is a well-defined random variable. Let $c_1, C_1$ be some positive constants. We will assume the following high level conditions.

CONDITION H1 (Gaussian approximation). For every $f \in \mathcal{F}$, there exists (on a possibly enriched probability space) a sequence of random variables $W^0_{n,f}$ such that (i) $W^0_{n,f} \overset{d}{=} \|G_{n,f}\|_{\mathcal{V}_n}$ where $G_{n,f} = \{G_{n,f}(v) : v \in \mathcal{V}_n\}$ is a tight Gaussian random element in $\ell^\infty(\mathcal{V}_n)$ with $E[G_{n,f}(v)] = 0$, $E[G_{n,f}(v)^2] = 1$ for all $v \in \mathcal{V}_n$, and $E[\|G_{n,f}\|_{\mathcal{V}_n}] \leq C_1 \sqrt{\log n}$; and moreover (ii)

$$\sup_{f \in \mathcal{F}} P_{f}(\|W_{n,f} - W^0_{n,f}\| > \epsilon_{1n}) \leq \delta_{1n},$$

where $\epsilon_{1n}$ and $\delta_{1n}$ are some sequences of positive numbers bounded from above by $C_1 n^{-c_1}$.

Analysis of uniform confidence bands often relies on the classical Smirnov-Bickel-Rosenblatt (SBR) condition that states that for some sequences $A_n$ and $B_n$,

$$A_n(\|G_{n,f}\|_{\mathcal{V}_n} - B_n) \overset{d}{\to} Z, \text{ as } n \to \infty,$$

where $Z$ is a Gumbel random variable; see, for example, [20]. Here both $A_n$ and $B_n$ are typically of order $\sqrt{\log n}$. However, this condition is often difficult to verify. Therefore, we propose to use a weaker condition (recall the definition of the Lévy concentration function given in Definition 2.1):
Condition H2 (Anti-concentration or Generalized SBR condition). For any sequence $\varepsilon_n$ of positive numbers, we have

\begin{align*}
(a) \quad & \sup_{f \in \mathcal{F}} p_{\varepsilon_n}(|G_{n,f}|) \to 0 \text{ if } \varepsilon_n \sqrt{\log n} \to 0; \text{ or} \\
(b) \quad & \sup_{f \in \mathcal{F}} p_{\varepsilon_n}(|G_{n,f}|) \leq C_1 \varepsilon_n \sqrt{\log n}.
\end{align*}

Note that Condition H2-(a) follows trivially from H2-(b). In turn, under H1, Condition H2-(b) is a simple consequence of Corollary 2.1. Condition H2-(a) (along with Conditions H1 and H3-H6 below) is sufficient to show that the confidence bands are asymptotically honest but we will use Condition H2-(b) to show that the confidence bands are asymptotically honest at a polynomial rate. We refer to H2 as a generalized SBR condition because H2-(a) holds if (10) holds with $A_n$ of order $\varepsilon_n \sqrt{\log n}$. An advantage of Condition H2 in comparison with the classical condition (10) is that H2 follows easily from Corollary 2.1.

Let $\alpha \in (0, 1)$ be a fixed constant (confidence level). Recall that $c_{n,f}(\alpha)$ is the $(1 - \alpha)$-quantile of the random variable $\|G_{n,f}\|_{V_n}$. If $G_{n,f}$ is pivotal, i.e., independent of $f$, $c_{n,f}(\alpha) = c_n(\alpha)$ can be directly computed, at least numerically. Otherwise, we have to approximate or estimate $c_{n,f}(\alpha)$. Let $\hat{c_n}(\alpha)$ be an estimator or approximated value of $c_{n,f}(\alpha)$, where we assume that $\hat{c_n}(\alpha)$ is nonnegative (which is reasonable since $c_{n,f}(\alpha)$ is nonnegative). The following is concerned with a generic regularity condition on the accuracy of the estimator $\hat{c_n}(\alpha)$.

Condition H3 (Estimation error of $\hat{c_n}(\alpha)$). For some sequences $\tau_n$, $\varepsilon_{2n}$, and $\delta_{2n}$ of positive numbers bounded from above by $C_1 n^{-\varepsilon_1}$, we have

\begin{align*}
(a) \quad & \sup_{f \in \mathcal{F}} P_f (\hat{c_n}(\alpha) < c_{n,f}(\alpha + \tau_n) - \varepsilon_{2n}) \leq \delta_{2n}; \text{ and} \\
(b) \quad & \sup_{f \in \mathcal{F}} P_f (\hat{c_n}(\alpha) > c_{n,f}(\alpha - \tau_n) + \varepsilon_{2n}) \leq \delta_{2n}.
\end{align*}

In the next subsection, we shall verify this condition for the estimator $\hat{c_n}(\alpha)$ based upon the Gaussian multiplier bootstrap method. Importantly, in this condition, we introduce the sequence $\tau_n$ and compare $\hat{c_n}(\alpha)$ with $c_{n,f}(\alpha + \tau_n)$ and $c_{n,f}(\alpha - \tau_n)$ instead of directly comparing it with $c_{n,f}(\alpha)$, which considerably simplifies verification of this condition. With $\tau_n = 0$ for all $n$, we would need to have an upper bound on $c_{n,f}(\alpha) - c_{n,f}(\alpha + \tau_n)$ and $c_{n,f}(\alpha - \tau_n) - c_{n,f}(\alpha)$, which might be difficult to obtain in general.

The discussion in the introduction presumes that $\sigma_{n,f}(x, l)$ were known, but of course it has to be replaced by a suitable estimator in practice. Let
\( \hat{\sigma}_n(x, l) \) be a generic estimator of \( \sigma_{n,f}(x, l) \). Without loss of generality, we may assume that \( \hat{\sigma}_n(x, l) \) is nonnegative. Condition H4 below states a high-level assumption on the estimation error of \( \hat{\sigma}_n(x, l) \). Verifying Condition H4 is rather standard for specific examples.

**Condition H4 (Estimation error of \( \hat{\sigma}_n(\cdot) \)).** For some sequences \( \epsilon_3n \) and \( \delta_3n \) of positive numbers bounded from above by \( C_1n^{-c_1} \),

\[
\sup_{f \in F} \Pr \left( \frac{\sup_{v \in V_n} \left| \frac{\hat{\sigma}_n(v)}{\sigma_{n,f}(v)} - 1 \right|}{\epsilon_3n} > \delta_3n \right) \leq \epsilon_3n.
\]

We now consider strategies to deal with the bias term. We consider two possibilities. The first possibility is to control the bias explicitly, so that the confidence band contains the bias controlling term. This construction is inspired by [4]. The advantage of this construction is that it yields the confidence band the length of which shrinks at the minimax optimal rate with no additional inflating terms; see Theorem 4.1 below. The disadvantage, however, is that this construction yields a conservative confidence band in terms of coverage probability. We consider this strategy in Conditions H5 and H6 and Theorem 3.1. The other possibility is to undersmooth, so that the bias is asymptotically negligible, and hence the resulting confidence band contains no bias controlling terms. This is an often used strategy; see, for example, [20]. The advantage of this construction is that it sometimes yields an exact (non-conservative) confidence band, so that the confidence band covers the true function with probability \( 1 - \alpha \) asymptotically exactly; see Corollary 3.1 below. The disadvantages, however, are that this method yields the confidence band that shrinks at the rate slightly slower than the minimax optimal rate, and that is centered around a non-optimal estimator. We consider the possibility of undersmoothing in Corollary 3.1 below. Note that Conditions H5 and H6 below are not assumed in Corollary 3.1.

We now consider the first possibility, that is we assume that the smoothing parameter \( \hat{l}_n := l_n(X_1, \ldots, X_n) \), which is allowed to depend on the data, is chosen so that the bias can be controlled sufficiently well. Specifically, for all \( l \in \mathcal{L}_n \), define

\[
\Delta_{n,f}(l) := \sup_{x \in X} \frac{\sqrt{n}[f(x) - \mathbb{E}_f[\hat{f}_n(x, l)]]}{\sigma_n(x, l)}.
\]

We assume that there exists a sequence of random variables \( c'_n \), which are known or can be calculated via simulations, that control \( \Delta_{n,f}(\hat{l}_n) \). In particular, the theory in the next subsection assumes that \( c'_n \) is chosen as a multiple of the estimated high quantile of the supremum of certain Gaussian process.
CONDITION H5 (Bound on $\Delta_{n,f}(\hat{l}_n)$). For some sequence $\delta_{4n}$ of positive numbers bounded from above by $C_1n^{-c_1}$,
\[
\sup_{f \in \mathcal{F}} \mathbb{P}_f \left( \Delta_{n,f}(\hat{l}_n) > \epsilon'_n \right) \leq \delta_{4n}.
\]

In turn, we assume that $\epsilon'_n$ can be controlled by $u_n \sqrt{\log n}$ where $u_n$ is a sequence of nonnegative positive numbers. Typically, $u_n$ is either a bounded or slowly growing sequence; see, for example, our construction under primitive conditions in the next section.

CONDITION H6 (Bound on $\epsilon'_n$). For some sequences $\delta_{5n}$ and $u_n$ of positive numbers where $\delta_{5n}$ is bounded from above by $C_1n^{-c_1}$,
\[
\sup_{f \in \mathcal{F}} \mathbb{P}_f \left( \epsilon'_n > u_n \sqrt{\log n} \right) \leq \delta_{5n}.
\]

When $L_n$ is a singleton, conditions like H5 and H6 have to be assumed. When $L_n$ contains more than one element, that is we seek for an adaptive procedure, verification of Conditions H5 and H6 is non-trivial. In Section 4, we provide an example of such analysis.

We consider the confidence band $C_n = \{ C_n(x) : x \in \mathcal{X} \}$ defined by
\begin{equation}
C_n(x) := \left[ \hat{f}_n(x, \hat{l}_n) - s_n(x, \hat{l}_n), \hat{f}_n(x, \hat{l}_n) + s_n(x, \hat{l}_n) \right],
\end{equation}
where
\begin{equation}
s_n(x, \hat{l}_n) := (\bar{\epsilon}_n(\alpha) + \epsilon'_n) \sigma_n(x, \hat{l}_n) / \sqrt{n}.
\end{equation}

Define
\[
\epsilon_{n,f} := \epsilon_{1n} + \epsilon_{2n} + \epsilon_{3n}(\epsilon_{n,f}(\alpha) + u_n \sqrt{\log n}),
\]
\[
\delta_n := \delta_{1n} + \delta_{2n} + \delta_{3n} + \delta_{4n} + \delta_{5n}.
\]

We are now in position to state the main result of this section. Recall the definition of Lévy concentration function (Definition 2.1).

**Theorem 3.1 (Honest generic confidence bands).** Suppose that Conditions H1 and H3-H6 are satisfied. Then
\begin{equation}
\inf_{f \in \mathcal{F}} \mathbb{P}_f(f \in C_n) \geq (1 - \alpha) - \delta_n - \tau_n - p \epsilon_{n,f}(|G_{n,f}|).
\end{equation}
If, in addition, Condition H2-(a) is satisfied and 
\[ \epsilon_{3n} u_n \sqrt{\log n} \leq C_1 n^{-c_1}, \]
then
\[ \lim_{n \to \infty} \inf _{f \in \mathcal{F}} P_f(f \in C_n) \geq 1 - \alpha, \]
and if, in addition, Condition H2-(b) is satisfied, then
\[ \inf _{f \in \mathcal{F}} P_f(f \in C_n) \geq 1 - \alpha - C n^{-c}, \]
where \( c \) and \( C \) are constants depending only on \( \alpha, c_1 \) and \( C_1 \).

**Comment 3.1 (Honest confidence bands).** Theorem 3.1 shows that the confidence band defined in (11) and (12) is asymptotically honest with level \( \alpha \) for the class \( \mathcal{F} \). Moreover, under condition H2-(b), the coverage probability can be smaller than \( 1 - \alpha \) only by a polynomially small term \( C n^{-c} \) uniformly over the class \( \mathcal{F} \). That is, in this case the confidence band is asymptotically honest at a polynomial rate as defined in (1).

**Comment 3.2 (Advantages of Theorem 3.1).** An advantage of Theorem 3.1 is that it does not require the classical SBR condition that is often difficult to obtain. Instead, it only requires a weaker generalized SBR condition (H2), which allows us to control the effect of estimation and approximation errors on the coverage probabilities. In the next subsection, we will show that as long as the bias \( \Delta_n, f(\hat{I}_n) \) can be controlled, our theorem applies when \( \hat{f}_n(\cdot) \) is defined using either convolution or projection kernels under mild conditions, and, as far as projection kernels are concerned, it covers estimators based on compactly supported wavelets, Battle-Lemarié wavelets of any order as well as other non-wavelet projection kernels such as those based on Legendre polynomials and Fourier series. When \( L_n \) is a singleton, the SBR condition for compactly supported wavelets was obtained in [5] under certain assumptions that can be verified numerically for any given wavelet, for Battle-Lemarié wavelets of degree up-to 4 in [20], and for Battle-Lemarié wavelets of degree higher than 4 in [17]. To the best of our knowledge, the SBR condition for non-wavelet projection kernel functions (such as those based on Legendre polynomials and Fourier series) has not been obtained in the literature. In addition, and perhaps most importantly, there are no results in the literature on the SBR condition when \( L_n \) is not a singleton. Finally, the SBR condition, being based on extreme value theory, yields only a logarithmic (in \( n \)) rate of approximation of coverage probability; that is, this approach is asymptotically honest at a logarithmic rate.
In contrast, our approach can lead to confidence bands that are asymptotically honest at a polynomial rate; see (15). Note also that one can obtain confidence bands that would be asymptotically honest at a polynomial rate with level \( \alpha' < \alpha \) but such confidence bands would in general be wider than those provided by our approach.

**Comment 3.3.** [On dependence of constants \( c, C \) on \( \alpha \) in (15)] We note that (15) is a non-asymptotic bound. In addition, it immediately follows from the proof of Theorem 3.1 that the constants \( c \) and \( C \) in (15) can be chosen to be independent of \( \alpha \) (thus, they depend only on \( c_1 \) and \( C_1 \)) as long as

\[
|\log \alpha| \leq C_1 \log n.
\]

Therefore, (15) can be applied with \( \alpha = \alpha_n \) depending on \( n \) as long as (16) holds (and Condition H3 is satisfied for the given sequence \( \alpha = \alpha_n \)).

**Comment 3.4** (On the condition \( \epsilon_{3n} u_n \sqrt{\log n} \leq C_1 n^{-c_1} \)). The second part of Theorem 3.1 requires the condition that \( \epsilon_{3n} u_n \sqrt{\log n} \leq C_1 n^{-c_1} \). This is a very mild assumption. Indeed, under Condition H4, \( \epsilon_{3n} \leq C_1 n^{-c_1} \), so that the assumption that \( \epsilon_{3n} u_n \sqrt{\log n} \leq C_1 n^{-c_1} \) is met (with possibly different constants \( c_1 \) and \( C_1 \)) as long as \( u_n \) is bounded from above by a slowly growing sequence, for example, \( u_n \leq C_1 \log n \), which is typically the case; see, for example, our construction in Section 4.

The confidence band defined in (11) and (12) is constructed so that the bias \( \Delta_{n,f}(\hat{l}_n) \) is controlled explicitly via the random variable \( \epsilon_n' \). Alternatively, one can choose to undersmooth so that the bias is negligible asymptotically. To cover this possibility, we note that it follows from the proof of Theorem 3.1 that if \( u_n \log n \to 0 \) or \( u_n \log n \leq C_1 n^{-c_1} \), then conclusions (14) or (15) of Theorem 3.1 continue to hold, respectively, with \( s_n(x, \hat{l}_n) \) in (12) replaced by \( \hat{c}_n(\alpha)\hat{\sigma}_n(x, \hat{l}_n)/\sqrt{n} \). Thus, obtaining the asymptotically honest at a polynomial rate confidence band requires polynomial undersmoothing \( (u_n \log n \leq C_1 n^{-c_1}) \) but, on the other hand, logarithmic undersmoothing \( (u_n \log n \to 0) \) suffices if polynomial rate is not required. Moreover, if \( L_n \) is a singleton, it is possible to show that the confidence band is asymptotically exact, with a polynomial convergence rate (21) under the condition \( u_n \log n \leq C_1 n^{-c_1} \). We collect these observations into the following corollary, the detailed proof of which can be found in the Supplemental Material.
**Corollary 3.1 (Honest generic confidence bands with undersmoothing).** Consider the confidence band \( \tilde{C}_n = \{ \tilde{C}_n(x) : x \in X \} \) defined by
\[
\tilde{C}_n(x) := \left[ \hat{f}_n(x, \hat{l}_n) - \tilde{s}_n(x, \hat{l}_n), \hat{f}_n(x, \hat{l}_n) + \tilde{s}_n(x, \hat{l}_n) \right],
\]
where
\[
\tilde{s}_n(x, \hat{l}_n) := \hat{c}_n(\alpha) \tilde{s}_n(x, \hat{l}_n) / \sqrt{n}.
\]
Suppose that Conditions H1, H3, and H4 are satisfied. In addition, assume that for some sequences \( \delta_{6n} \) and \( u_n \) of positive numbers,
\[
(17) \sup_{f \in \mathcal{F}} P_f \left( \Delta_{n,f}(\hat{l}_n) > u_n \sqrt{\log n} \right) \leq \delta_{6n},
\]
where \( \delta_{6n} \) is bounded from above by \( C_1 n^{-c_1} \). If Condition H2-(a) holds and \( u_n \log n \to 0 \), then
\[
(18) \liminf_{n \to \infty} \inf_{f \in \mathcal{F}} P_f(f \in \tilde{C}_n) \geq 1 - \alpha.
\]
If Condition H2-(b) holds and \( u_n \log n \leq C_1 n^{-c_1} \), then
\[
(19) \inf_{f \in \mathcal{F}} P_f(f \in \tilde{C}_n) \geq 1 - \alpha - Cn^{-c}.
\]
Moreover, assume in addition that \( \mathcal{L}_n \) is a singleton. If Condition H2-(a) holds and \( u_n \log n \to 0 \), then
\[
(20) \lim_{n \to \infty} \sup_{f \in \mathcal{F}} \left| P_f(f \in \tilde{C}_n) - (1 - \alpha) \right| = 0.
\]
If Condition H2-(b) and \( u_n \log n \leq C_1 n^{-c_1} \), then
\[
(21) \sup_{f \in \mathcal{F}} \left| P_f(f \in \tilde{C}_n) - (1 - \alpha) \right| \leq Cn^{-c}.
\]
Here \( c \) and \( C \) are constants depending only on \( \alpha, c_1 \) and \( C_1 \).

**Comment 3.5 (Other methods for controlling bias term).** In practice, there can be other methods for controlling the bias term. For example, an alternative approach is to estimate the bias function in a pointwise manner and construct bias corrected confidence bands; see, for example, [45] in the nonparametric regression case. A yet alternative approach to controlling the bias based upon bootstrap in construction of confidence bands is proposed and studied by the recent paper of [25].
Comment 3.6 (On dependence of constants $c, C$ on $\alpha$ in (19) and (21)). Similar to Comment 3.3, we note that (19) and (21) are non-asymptotic bounds, and it immediately follows from the proof of Corollary 3.1 that these bounds apply with $\alpha = \alpha_n$ depending on $n$ and constants $c$ and $C$ depending only on $c_1$ and $C_1$ as long as $|\log \alpha| \leq C_1 \log n$ (in case of (19)) and $|\log(\alpha - \tau_n)| \leq C_1 \log n$ (in case of (21)).

3.2. Verifying Conditions H1-H4 for confidence bands constructed using common density estimators via Gaussian multiplier bootstrap. We now argue that when $\hat{c}_n(\alpha)$ is constructed via Gaussian multiplier bootstrap, Conditions H1-H4 hold for common density estimators – specifically, both for convolution and for projection kernel density estimators under mild assumptions on the kernel function.

Let $\{K_l\}_{l \in \mathcal{L}_n}$ be a family of kernel functions where $K_l : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ and $l$ is a smoothing parameter. We consider kernel density estimators of the form

$$\hat{f}_n(x, l) := \frac{1}{n} \sum_{i=1}^{n} K_l(X_i, x),$$

where $x \in \mathcal{X}$ and $l \in \mathcal{L}_n$. The variance of $\sqrt{n}\hat{f}_n(x, l)$ is given by

$$\sigma_{n,f}^2(x, l) := \text{Var}[K_l(X_1, x)^2] - \left(\text{Var}[K_l(X_1, x)]\right)^2.$$

We estimate $\sigma_{n,f}^2(x, l)$ by

$$\hat{\sigma}_n^2(x, l) := \frac{1}{n} \sum_{i=1}^{n} K_l(X_i, x)^2 - \hat{f}_n(x, l)^2.$$

This is a sample analogue estimator.

Examples. Our general theory covers a wide class of kernel functions, such as convolution, wavelet projection, and non-wavelet projection kernels.

(i) Convolution kernel. Consider a function $K : \mathbb{R} \to \mathbb{R}$. Let $\mathcal{L}_n \subset (0, \infty)$. Then for $x = (x_1, \ldots, x_d)' \in \mathbb{R}^d$, $y = (y_1, \ldots, y_d)' \in \mathbb{R}^d$, and $l \in \mathcal{L}_n$, the convolution kernel function is defined by

$$K_l(y, x) := 2^{ld} \prod_{1 \leq m \leq d} K\left(2^l(y_m - x_m)\right).$$

Here $2^{-l}$ is the bandwidth parameter.
(ii) **Wavelet projection kernel.** Consider a father wavelet \( \phi \), i.e., a function \( \phi \) such that (a) \( \{ \phi(\cdot-k) : k \in \mathbb{Z} \} \) is an orthonormal system in \( L_2(\mathbb{R}) \), (b) the spaces \( V_j = \{ \sum_k c_k \phi(2^j k-x) : \sum_k c_k^2 < \infty \} \), \( j = 0, 1, 2, \ldots \), are nested in the sense that \( V_j \subset V_j' \) whenever \( j \leq j' \), and (c) \( \cup_{j \geq 0} V_j \) is dense in \( L_2(\mathbb{R}) \). Let \( \mathcal{L}_n \subset \mathbb{N} \). Then for \( x = (x_1, \ldots, x_d)' \in \mathbb{R}^d \), \( y = (y_1, \ldots, y_d)' \in \mathbb{R}^d \), and \( l \in \mathcal{L}_n \), the wavelet projection kernel function is defined by

\[
K_l(x, y) := 2^{ld} \sum_{k_1, \ldots, k_d \in \mathbb{Z}} \prod_{1 \leq m \leq d} \phi(2^l y_m - k_m) \prod_{1 \leq m \leq d} \phi(2^l x_m - k_m). \tag{25}
\]

Here \( l \) is the resolution level. We refer to [13] and [26] as basic references on wavelet theory.

(iii) **Non-wavelet projection kernel.** Let \( \{ \varphi_j : j = 1, \ldots, \infty \} \) be an orthonormal basis of \( L_2(\mathcal{X}) \), the space of square integrable (with respect to Lebesgue measure) functions on \( \mathcal{X} \). Let \( \mathcal{L}_n \subset (0, \infty) \). Then for \( x = (x_1, \ldots, x_d)' \in \mathbb{R}^d \), \( y = (y_1, \ldots, y_d)' \in \mathbb{R}^d \), and \( l \in \mathcal{L}_n \), the non-wavelet projection kernel function is defined by

\[
K_l(x, y) := \sum_{j=1}^{[2^ld]} \varphi_j(y)\varphi_j(x) \tag{26}
\]

where \( [a] \) is the largest integer that is smaller than or equal to \( a \). Here \( [2^ld] \) is the number of series (basis) terms used in the estimation. When \( d = 1 \) and \( \mathcal{X} = [-1, 1] \), examples of orthonormal bases are Fourier basis

\[
\{1, \cos(\pi x), \cos(2\pi x), \ldots \} \tag{27}
\]

and Legendre polynomial basis

\[
\{1, (3/2)^{1/2} x, (5/8)^{1/2} (3x^2 - 1), \ldots \}. \tag{28}
\]

When \( d > 1 \) and \( \mathcal{X} = [-1, 1]^d \), one can take tensor products of bases for \( d = 1 \).

We assume that the critical value \( \hat{c}_n(\alpha) \) is obtained via the multiplier bootstrap method:

**Algorithm 1 (Gaussian multiplier bootstrap).** Let \( \xi_1, \ldots, \xi_n \) be independent \( N(0, 1) \) random variables that are independent of the data \( X_1^n := \{X_1, \ldots, X_n\} \). Let \( \xi_1^n := \{\xi_1, \ldots, \xi_n\} \). For all \( x \in \mathcal{X} \) and \( l \in \mathcal{L}_n \), define a Gaussian multiplier process:

\[
\hat{G}_n(x, l) := \hat{G}_n(X_1^n, \xi_1^n)(x, l) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_l(X_i, x) - \hat{f}_n(x, l)}{\hat{\sigma}_n(x, l)}. \tag{29}
\]
Then the estimated critical value \( \hat{c}_n(\alpha) \) is defined as

\[
\hat{c}_n(\alpha) = \text{conditional } (1 - \alpha)\text{-quantile of } \| \hat{G}_n \|_{\mathcal{V}_n} \text{ given } X_1^n.
\]

Gaussian multiplier bootstrap is a special case of a more general exchangeable bootstrap; see, for example, [37]. We refer the reader to [22] for the first systematic use of the Gaussian multipliers and to [29] and [23] for conditional multiplier central limit theorems in the Donsker setting.

Let

\[
\mathcal{K}_{n,f} := \left\{ \frac{K_l(\cdot,x)}{\sigma_n,f(x,l)} : (x,l) \in \mathcal{X} \times \mathcal{L}_n \right\}
\]

denote the class of studentized kernel functions and define

\[
\sigma_n = \sup_{f \in \mathcal{F}} \sup_{g \in \mathcal{K}_{n,f}} (E_f [g(X_1)^2])^{1/2}.
\]

Note that \( \sigma_n \geq 1 \).

For a given class \( \mathcal{G} \) of measurable functions on a probability space \((S, \mathcal{S}, Q)\) and \( \epsilon > 0 \), the \( \epsilon \)-covering number of \( \mathcal{G} \) with respect to the \( L_2(Q) \)-semimetric is denoted by \( N(\mathcal{G}, L_2(Q), \epsilon) \) (see Chapter 2 of [43] on details of covering numbers). We will use the following definition of VC type classes:

**Definition 3.1 (VC type class).** Let \( \mathcal{G} \) be a class of measurable functions on a measurable space \((S, \mathcal{S})\), and let \( b > 0, a \geq \epsilon, \) and \( v \geq 1 \) be some constants. Then the class \( \mathcal{G} \) is called VC\((b, a, \epsilon)\) type class if it is uniformly bounded in absolute value by \( b \) (i.e., \( \sup_{g \in \mathcal{G}} \|g\|_{\infty} \leq b \)) and the covering numbers of \( \mathcal{G} \) satisfy

\[
\sup_{Q} N(\mathcal{G}, L_2(Q), b\tau) \leq (a/\tau)^v, \quad 0 < \tau < 1,
\]

where the supremum is taken over all finitely discrete probability measures \( Q \) on \((S, \mathcal{S})\).

Then we will assume the following condition.

**Condition VC.** There exist sequences \( b_n > 0, a_n \geq \epsilon, \) and \( v_n \geq 1 \) such that for every \( f \in \mathcal{F}, \) the class \( \mathcal{K}_{n,f} \) is VC\((b_n, a_n, v_n)\) type and pointwise measurable.

We refer to Chapter 2.3 of [43] for the definition of pointwise measurable classes of functions. We note that Condition VC is a mild assumption, which
we verify for common constructions in Appendix F (as a part of proving results for the next section; see Comment 3.5 below); see also Appendix I.

For some sufficiently large absolute constant $A$, take

$$K_n := Av_n (\log n \vee \log (a_n b_n / \sigma_n)) .$$

We will assume without loss of generality that $K_n \geq 1$ for all $n$. The following theorem verifies Conditions H1-H4 with so defined $\hat{\sigma}_n^2(x, l)$ and $\hat{c}_n(\alpha)$ under Condition VC, using the critical values constructed via Algorithm 1.

**Theorem 3.2 (Conditions H1-H4 Hold for Our Construction).** Suppose that Condition VC is satisfied and there exist constants $c_2, C_2 > 0$ such that $b_2^2 \sigma_n^4 K_n^4 / n \leq C_2 n^{-c_2}$. Then Conditions H1-H4, including both H2-(a) and H2-(b), hold with some constants $c_1, C_1 > 0$ that depend only on $c_2, C_2$.

**Comment 3.7 (Convolution and wavelet projection kernels).** The assumption of Theorem 3.2 holds for convolution and wavelet projection kernels under mild conditions on the resolution level $l$. It follows from Lemma F.2 in Appendix F that, under mild regularity conditions, for convolution and wavelet projection kernel functions, $\sigma_n \leq C$ and Condition VC holds with $b_n \leq C 2^{l_{\max,n} d/2}, a_n \leq C$, and $v_n \leq C$ for some $C > 0$ where $l_{\max,n} = \sup \{L_n \}$. Hence, for these kernel functions, the assumption that $b_2^2 \sigma_n^4 K_n^4 / n \leq C_2 n^{-c_2}$ reduces to

$$2^{l_{\max,n} d} (\log^4 n) / n \leq C_2 n^{-c_2}$$

(with possibly different constants $c_2, C_2$), which is a mild requirement on the bandwidth value or resolution level. This is a very mild assumption on the possible resolution levels. Similar comments apply to non-wavelet projection kernels with Fourier and Legendre polynomial bases. See Appendix I in the Supplemental Material.

**Comment 3.8 (On Condition H3).** We note that under conditions of Theorem 3.2, Condition H3 remains true with the same constants $c_1$ and $C_1$ even if $\alpha = \alpha_n$ depends on $n$ (if we define $c_{n,f}(\beta) = 0$ for $\beta \geq 1$ and $c_{n,f}(\beta) = \infty$ for $\beta < 0$). To see this, note that according to Theorem 3.2, constants $c_1$ and $C_1$ in Condition H3 depend only on constants $c_2$ and $C_2$, and do not depend on $\alpha$. 

\[\]
4. Honest and Adaptive Confidence Bands in Hölder Classes.

In this section, we study the problem of constructing honest adaptive confidence bands in Hölder smoothness classes. Recall that for $t, L > 0$, the Hölder ball of densities with radius $L$ and smoothness level $t$ is defined by

$$
\Sigma(t, L) := \left\{ f : \mathbb{R}^d \to \mathbb{R} : f \text{ is a } [t]\text{-times continuously differentiable density, } \right. \\
\left. \|D^\alpha f\|_\infty \leq L, \forall |\alpha| \leq |t|, \sup_{x \neq y} \frac{|D^\alpha f(x) - D^\alpha f(y)|}{|x - y|^{1-|\alpha|}} \leq L, \forall |\alpha| = |t| \right\},
$$

where $[t]$ denotes the largest integer smaller than $t$, and for a multi-index $\alpha = (\alpha_1, \ldots, \alpha_d)$ with $|\alpha| = \alpha_1 + \cdots + \alpha_d$, $D^\alpha f(x) := \partial^{\alpha_1} f(x)/\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}$.

We assume that for some $0 < t \leq \bar{t} < \infty$ and $L \geq 1$

$$
(30) \quad \mathcal{F} \subset \bigcup_{t \in [\bar{t}, \infty)} \Sigma(t, L),
$$

and consider the confidence band $C_n = \{C_n(x) : x \in \mathcal{X}\}$ of the form (11) and (12), where $\mathcal{X}$ is a (suitable) compact set in $\mathbb{R}^d$.

We begin by stating our assumptions. First, we restrict attention to kernel density estimators $f_n$ based on either convolution or wavelet projection kernel functions. Let $r$ be an integer such that $r \geq 2$ and $r > t$.

**CONDITION L1 (Density estimator).** The density estimator $\hat{f}_n$ is either a convolution or wavelet projection kernel density estimator defined in (22), (24), and (25). For convolution kernels, the function $K : \mathbb{R} \to \mathbb{R}$ has compact support and is of bounded variation, and moreover is such that $\int K(s)ds = 1$ and $\int s^j K(s)ds = 0$ for $j = 1, \ldots, r - 1$. For wavelet projection kernels, the function $\phi : \mathbb{R} \to \mathbb{R}$ is either a compactly supported father wavelet of regularity $r - 1$ (that is, $\phi$ is $(r - 1)$-times continuously differentiable), or a Battle-Lemarié wavelet of regularity $r - 1$.

The assumptions stated in Condition L1 are commonly used in the literature. See [16] for a more general class of convolution kernel functions that would suffice for our results. Details on compactly supported and Battle-Lemarié wavelets can be found in Chapters 6 and 5.4 of [13], respectively.

It is known that if the function class $\mathcal{F}$ is sufficiently large (for example, if $\mathcal{F} = \Sigma(t, L) \cup \Sigma(t', L)$ for $t' > t$), the construction of honest adaptive confidence bands is not possible; see [33]. Therefore, following [20], we will restrict the function class $\mathcal{F} \subset \bigcup_{t \in [\bar{t}, \infty)} \Sigma(t, L)$ in a suitable way, as follows:

**CONDITION L2 (Bias bounds).** There exist constants $l_0, c_3, C_3 > 0$ such that for every $f \in \mathcal{F} \subset \bigcup_{t \in [\bar{t}, \infty)} \Sigma(t, L)$, there exists $t \in [\bar{t}, \infty)$ with

$$
(31) \quad c_3 2^{-lt} \leq \sup_{x \in \mathcal{X}} |E_f[\hat{f}_n(x, l)] - f(x)| \leq C_3 2^{-lt},
$$
This condition is inspired by the path-breaking work of [20] (see also [36]). It can be interpreted as the requirement that the functions $f$ in the class $F$ are “self-similar” in the sense that their regularity remains the same at large and small scales; see also [4]. To put it differently, “self-similarity” could be understood as the requirement that the bias of the kernel approximation to $f$ with bandwidth $2^{-l}$ remains approximately proportional to $(2^{-l})^{t}$ – i.e. not much smaller or not much bigger – for all small values of the bandwidth $2^{-l}$.

It is useful to note that the upper bound in (31) holds for all $f \in \Sigma(t, L)$ (for sufficiently large $C_3$) under Condition L1; see, for example, Theorem 9.3 in [26]. In addition, [20] showed that under Condition L1, the restriction due to the lower bound in (31) is weak in the sense that the set of elements of $\Sigma(t, L)$ for which the lower bound in (31) does not hold is “topologically small”. Moreover, they showed that the minimax optimal rate of convergence in the sup-norm over $\Sigma(t, L)$ coincide with that over the set of elements of $\Sigma(t, L)$ for which Condition L2 holds. We refer to [20] for a detailed and deep discussion of these conditions and results.

We also note that, depending on the problem, construction of honest adaptive confidence bands is often possible under somewhat weaker conditions than that in L2. For example, if we are interested in the function class $\Sigma(t, L) \cup \Sigma(t', L)$ for some $t' > t$, [27] showed that it is necessary and sufficient to exclude functions $\Sigma(t, L) \setminus \Sigma(t', L, \rho_n)$ where $\Sigma(t, L, \rho_n) = \{ f \in \Sigma(t, L) : \inf_{g \in \Sigma(t', L)} \| g - f \|_{\infty} \geq \rho_n \}$ and where $\rho_n > 0$ is allowed to converge to zero as $n$ increases but sufficiently slowly. If we are interested in the function class $\cup_{t \in [L, \bar{L}]} \Sigma(t, L)$, [4] showed that (essentially) necessary and sufficient condition can be written in the form of the bound from below on the rate with which wavelet coefficients of the density $f$ are allowed to decrease. Here we prefer to work with Condition L2 directly because it is directly related to the properties of the estimator $\hat{f}_n$ and does not require any further specifications of the function class $F$.

In order to introduce the next condition, we need to observe that under Condition L2, for every $f \in F$, there exists a unique $t \in [L, \bar{L}]$ satisfying (31); indeed, if $t_1 < t_2$, then for any $c, C > 0$, there exists $\bar{l}$ such that $C2^{-lt_2} < c2^{-lt_1} \text{ for all } l \geq \bar{l}$, so that for each $f \in F$ condition (31) can hold for all $l \geq l_0$ for at most one value of $t$. This defines the map

$$t : F \to [L, \bar{L}], \quad f \mapsto t(f).$$

The next condition states our assumptions on the candidate set $L_n$ of the values of the smoothing parameter:
CONDITION L3 (Candidate set). There exist constants \( c_4, C_4 > 0 \) such that for every \( f \in \mathcal{F} \), there exists \( l \in \mathcal{L}_n \) with

\[
\left( \frac{c_4 \log n}{n} \right)^{1/(2t(f)+d)} \leq 2^{-l} \leq \left( \frac{C_4 \log n}{n} \right)^{1/(2t(f)+d)},
\]

for the map \( t : f \mapsto t(f) \) defined in (32). In addition, the candidate set is \( \mathcal{L}_n = [l_{\text{min}}, l_{\text{max}}] \cap \mathbb{N} \).

This condition thus ensures via (33) that the candidate set \( \mathcal{L}_n \) contains an appropriate value of the smoothing parameter that leads to the optimal rate of convergence for every density \( f \in \mathcal{F} \).

Finally, we will make the following mild condition:

CONDITION L4 (Density bounds). There exist constants \( \delta, \underline{f}, \bar{f} > 0 \) such that for all \( f \in \mathcal{F} \),

\[
f(x) \geq \underline{f} \quad \text{for all} \quad x \in \mathcal{X}^\delta \quad \text{and} \quad f(x) \leq \bar{f} \quad \text{for all} \quad x \in \mathbb{R}^d,
\]

where \( \mathcal{X}^\delta \) is the \( \delta \)-enlargement of \( \mathcal{X} \), i.e., \( \mathcal{X}^\delta = \{ x \in \mathbb{R}^d : \inf_{y \in \mathcal{X}} |x-y| \leq \delta \} \).

We now discuss how we choose various parameters in the confidence band \( C_n \). In the previous section, we have shown how to obtain honest confidence bands as long as we can control the bias \( \Delta_{n,f}(\hat{l}_n) \) appropriately. So to construct honest adaptive confidence bands, we seek a method to choose the smoothing parameter \( \hat{l}_n \in \mathcal{L}_n \) so that the bias \( \Delta_{n,f}(\hat{l}_n) \) can be controlled and, at the same time, the confidence band \( C_n \) is adaptive.

Let \( \hat{V}_n := \{(x,l,l') : x \in \mathcal{X}, l, l' \in \mathcal{L}_n, l < l' \} \), and for \( (x,l,l') \in \hat{V}_n \), denote

\[
\overline{\sigma}_n(x,l,l') := \left( \frac{1}{n} \sum_{i=1}^{n} (K_l(X_i,x) - K_{l'}(X_i,x))^2 - (\hat{f}_n(x,l) - \hat{f}_n(x,l'))^2 \right)^{1/2}.
\]

Also, for some small \( c_\sigma > 0 \), let

\[
\hat{\sigma}_n(x,l,l') := (c_\sigma \sigma_n(x,l,l')) \vee \sigma_n(x,l,l')
\]

denote the truncated version of \( \overline{\sigma}_n(x,l,l') \). In practice, we suggest setting \( c_\sigma = 0.5(1 - 2^{-d/2}) \) (the constant \( c_\sigma \) is chosen so that with probability approaching one, \( \sigma_n(x,l,l') = \sigma_n(x,l,l') \) for all \( (x,l,l') \in \hat{V}_n \) for convolution kernel estimators, and for all \( (x,l,l') \in \hat{V}_n \) with \( l \leq l' - s \) for wavelet projection kernel estimators where \( s \) is some constant; see Lemmas F.2 and F.4 in the Supplemental Material).
There exist several techniques in the literature to construct \( \hat{l}_n \) so that \( \Delta_{n,f}(\hat{l}_n) \) can be controlled and the confidence band \( C_n \) is adaptive; see, for example, [35] for a thorough introduction. One of the most important such techniques is the Lepski method (see [30] for a detailed explanation of the method). In this paper, we introduce a new implementation of the Lepski method, which we refer to as a multiplier bootstrap implementation of the Lepski method.

**Algorithm 2 (Multiplier bootstrap implementation of the Lepski method).** Let \( \gamma_n \) be a sequence of positive numbers converging to zero. Let \( \xi_1, \ldots, \xi_n \) be independent \( N(0,1) \) random variables that are independent of the data \( X_1^n := \{X_1, \ldots, X_n\} \). Let \( \xi_1^n := (\xi_1, \ldots, \xi_n) \). For all \( (x, l, l') \in \bar{V}_n \), define a Gaussian multiplier process:

\[
\tilde{G}_n(x, l, l') := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \left( K_l(X_i, x) - K_{l'}(X_i, x) \right) - \left( \hat{f}_n(x, l) - \hat{f}_n(x, l') \right),
\]

Also, define

\[
\tilde{e}_c_n(\gamma_n) = \text{conditional} \ (1 - \gamma_n)\text{-quantile of} \ \|\tilde{G}_n\|_{\bar{V}_n} \ \text{given} \ X_1^n.
\]

Moreover, for all \( l \in L_n \), let

\[
L_{n,l} := \{l' \in L_n : l' > l\}.
\]

Finally, for some constant \( q > 1 \), which is independent of \( n \), define a Lepski-type estimator

\[
\hat{l}_n := \inf \left\{ l \in L_n : \sup_{l' \in L_{n,l}} \sup_{x \in \mathcal{X}} \frac{\sqrt{n} |\hat{f}_n(x, l) - \hat{f}_n(x, l')|}{\hat{\sigma}_n(x, l, l')} \leq q \tilde{e}_c_n(\gamma_n) \right\}.
\]

**Comment 4.1 (On our implementation of Lepski’s method).** We refer to (35) as a (Gaussian) multiplier bootstrap implementation of the Lepski method because \( \tilde{e}_c_n(\gamma_n) \) is obtained as the conditional \((1 - \gamma_n)\)-quantile of \( \|\tilde{G}_n\|_{\bar{V}_n} \) given \( X_1^n \). Previous literature on the Lepski method used Talagrand’s inequality combined with some bounds on expected suprema of certain empirical processes (obtained via symmetrization and entropy methods) to choose the threshold level for the estimator (the right hand side of the inequality in (35)); see [19] and [21]. Because of the one-sided nature of the aforementioned inequalities, however, it was argued that the resulting
threshold turned out to be too high leading to limited applicability of the estimator in small and moderate samples. In contrast, an advantage of our construction is that we use \( q c_n(\gamma_n) \) as a threshold level, which is essentially the minimal possible value of the threshold that suffices for good properties of the estimator.

Once we have \( \hat{l}_n \), to define the confidence band \( C_n \), we need to specify \( \hat{\sigma}_n(x, l) \), \( \hat{c}_n(\alpha) \), and \( c'_n \). We assume that \( \hat{\sigma}_n(x, l) \) is obtained via (23) and \( \hat{c}_n(\alpha) \) via Algorithm 1. To specify \( c'_n \), let \( u'_n \) be a sequence of positive numbers such that \( u'_n \) is sufficiently large for large \( n \). Specifically, for large \( n \), \( u'_n \) is assumed to be larger than some constant \( C(\mathcal{F}) \) depending only on the function class \( \mathcal{F} \). Set

\[
\hat{c}'_n := u'_n c_n(\gamma_n).
\]

**Comment 4.2 (On the choice of \( \gamma_n, q \) and \( u'_n \)).** As follows from Lemmas F.7 and F.8, the parameter \( \gamma_n \) appearing in (35) determines the probability that the estimator \( \hat{l}_n \) fails to select an appropriate value of the smoothing parameter. Thus, in practice \( \gamma_n \) should be chosen small relative to the nominal coverage level \( \alpha \). Also, for fixed \( n \) and \( \gamma_n \), the choice of the parameters \( q \) and \( u'_n \) depends on the trade-off between the error in the coverage probability and length of the confidence bands: smaller values of \( q \) yield higher values of \( \hat{l}_n \), leading to undersmoothing and good control of the coverage probability; larger values of \( q \) yield lower values of \( \hat{l}_n \), leading to oversmoothing and narrow confidence bands; similarly, larger values of \( u'_n \) yield wider confidence bands but better control of the coverage probability. Finding the optimal value of \( q \) is a difficult theoretical problem and is beyond the scope of the paper. Also, in principle, it is possible to trace out the value \( C(\mathcal{F}) \) from the proof of the theorem below and set \( u'_n = C(\mathcal{F}) \). However, since the function class \( \mathcal{F} \) is typically unknown in practice, \( u'_n \) can be set as a slowly growing sequence of positive numbers. In our small-scale simulation study presented in Section J of the Supplemental Material, we find that the values \( q = 1.1 \) and \( u'_n = 0.5 \) strike a good balance between coverage probability control and the length of the confidence bands in one-dimensional examples. We should note however that the empirical researchers should always test out different values of \( q \) and \( u'_n \) in Monte Carlo examples that mimic the data at hand.

The following theorem shows that the confidence band \( C_n \) defined in this way is honest and adaptive for \( \mathcal{F} \):

**Theorem 4.1 (Honest and Adaptive Confidence Bands via Our Method).** Suppose that Conditions L1-L4 are satisfied. In addition, sup-
pose that there exist constants \( c_5, C_5 > 0 \) such that (i) \( 2^{l_{\text{max},n/d}(\log^4 n)/n} \leq C_5 n^{-c_5} \), (ii) \( l_{\text{min},n} \geq c_5 \log n \), (iii) \( \gamma_n \leq C_5 n^{-c_5} \), (iv) \( |\log \gamma_n| \leq C_5 \log n \), (v) \( u'_n \geq C(F) \), and (vi) \( u'_n \leq C_5 \log n \). Then Conditions H1-H6 in Section 3 and (15) in Theorem 3.1 hold and

\[
\sup_{f \in \mathcal{F}} \left( \sup_{x \in \mathcal{X}} \lambda(C_n(x)) > C(1 + u'_n) r_n(t(f)) \right) \leq C n^{-c},
\]

where \( \lambda(\cdot) \) denotes the Lebesgue measure on \( \mathbb{R} \) and \( r_n(t) := (\log n/n)^{t/(2t+d)} \).

Here the constants \( c, C > 0 \) depend only on \( c_5, C_5 \), the constants that appear in Conditions L1-L4, \( c_\alpha, \alpha, \) and the function \( K \) (when convolution kernels are used) or the father wavelet \( \phi \) (when wavelet projection kernels are used).

Moreover,

\[
\sup_{f \in \mathcal{F} \cap \Sigma(t,L)} \mathbb{P}_f \left( \sup_{x \in \mathcal{X}} \lambda(C_n(x)) > C(1 + u'_n) r_n(t) \right) \leq C n^{-c},
\]

with the same constants \( c, C \) as those in (36).

**Comment 4.3 (Honest and adaptive confidence bands).** Equation (15) implies that the confidence band \( C_n \) constructed above is asymptotically honest at a polynomial rate for the class \( \mathcal{F} \). In addition, recall that \( r_n(t) \) is the minimax optimal rate of convergence in the sup-metric for the class \( \mathcal{F} \cap \Sigma(t,L) \); see [20]. Therefore, (37) implies that the confidence band \( C_n \) is adaptive whenever \( u'_n \) is bounded or almost adaptive if \( u'_n \) is slowly growing; see discussion in front of Theorem 4.1 on selecting \( u'_n \).

**Comment 4.4 (On inflating terms).** When \( u'_n \) is bounded, the rate of convergence of the length of the confidence band to zero \((1 + u'_n) r_n(t)\) coincides with the minimax optimal rate of estimation of over \( \Sigma(t,L) \) with no additional inflating terms. This shows an advantage of the method of constructing confidence bands based on the explicit control of the bias term in comparison with the method based on undersmoothing where inflating terms seem to be necessary. This type of construction is inspired by the interesting ideas in [4].

**Comment 4.5 (Extensions).** Finally, we note that the proof of (15) and (36) in Theorem 4.1 did not use (30) directly. The proof only relies on Conditions L1-L4 whereas (30) served to motivate these conditions. Therefore, results (15) and (36) of Theorem 4.1 apply more generally as long as Conditions L1-L4 hold, not just for Hölder smoothness classes.
APPENDIX A: COUPLING INEQUALITIES FOR SUPREMA OF EMPIRICAL AND RELATED PROCESSES

The purpose of this section is to provide two coupling inequalities based on Slepian-Stein methods that are useful for the analysis of uniform confidence bands. The first inequality is concerned with suprema of empirical processes and is proven in Corollary 2.2 in [7]. The second inequality is new, is concerned with suprema of Gaussian multiplier processes, and will be obtained from a Gaussian comparison theorem derived in [8].

Let \( X_1, \ldots, X_n \) be i.i.d. random variables taking values in a measurable space \((S, \mathcal{S})\). Let \( \mathcal{G} \) be a pointwise-measurable VC\((b, a, v)\) type function class for some \( b > 0, a \geq e, \) and \( v \geq 1 \) (the definition of VC type classes is given in Section 3). Let \( \sigma^2 > 0 \) be any constant such that \( \sup_{g \in \mathcal{G}} E[g(X_1)^2] \leq \sigma^2 \leq b^2 \). Define the empirical process

\[
\mathbb{G}_n(g) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (g(X_i) - E[g(X_1)]) , \ g \in \mathcal{G},
\]

and let

\[
W_n := \| \mathbb{G}_n \| := \sup_{g \in \mathcal{G}} |\mathbb{G}_n(g)|
\]

denote the supremum of the empirical process. Note that \( W_n \) is a well-defined random variable since \( \mathcal{G} \) is assumed to be pointwise-measurable. Let \( B = \{ B(g) : g \in \mathcal{G} \} \) be a tight Gaussian random element in \( \ell^\infty(\mathcal{F}) \) with mean zero and covariance function

\[
E[B(g_1)B(g_2)] = E[g_1(X_1)g_2(X_1)] - E[g_1(X_1)]E[g_2(X_1)],
\]

for all \( g_1, g_2 \in \mathcal{G} \). It is well known that such a process exists under the VC type assumption [see 43, p.100-101]. Finally, for some sufficiently large absolute constant \( A \), let

\[
K_n := Av(\log n \vee \log(ab/\sigma)).
\]

In particular, we will assume that \( K_n \geq 1 \). The following theorem shows that \( W_n \) can be well approximated by the supremum of the corresponding Gaussian process \( B \) under mild conditions on \( b, \sigma, \) and \( K_n \). The proof of this theorem can be found in Corollary 2.2 in [7]

**Theorem A.1** (Slepian-Stein type coupling for suprema of empirical processes). Consider the setting specified above. Then for every \( \gamma \in (0, 1) \) one
can construct on an enriched probability space a random variable $W^0$ such that (i) $W^0 \overset{d}{=} \|B\|_G$ and (ii)
\[
P\left( |W_n - W^0| > \frac{bK_n}{(\gamma n)^{1/2}} + \frac{(b\sigma)^{1/2}K_n^{3/4}}{\gamma^{1/2}n^{1/4}} + \frac{b^{1/3}\sigma^{2/3}K_{n}^{2/3}}{\gamma^{1/3}n^{1/6}} \right) \\
\leq A' \left( \gamma + \frac{\log n}{n} \right),
\]
where $A'$ is an absolute constant.

**Comment A.1 (Comparison with the Hungarian couplings).** The main advantage of the coupling provided in this theorem in comparison with, say, Hungarian coupling [28], which can be used to derive a similar result, is that our coupling does not depend on total variation norm of functions $g \in G$ leading to sharper inequalities than those obtained via Hungarian coupling when the function class $G$ consists, for example, of Fourier series or Legendre polynomials; see [7]. In addition, our coupling does not impose any side restrictions. In particular, it does not require bounded support of $X$ and allows for point masses on the support. In addition, if the density of $X$ exists, our coupling does not assume that this density is bounded away from zero on the support. See, for example, [38] for the construction of the Hungarian coupling and the use of aforementioned conditions.

Let $\xi_1, \ldots, \xi_n$ be independent $N(0, 1)$ random variables independent of $X^n_1 := \{X_1, \ldots, X_n\}$, and let $\xi^n_1 := \{\xi_1, \ldots, \xi_n\}$. We assume that random variables $X_1, \ldots, X_n, \xi_1, \ldots, \xi_n$ are defined as coordinate projections from the product probability space. Define the Gaussian multiplier process
\[
\tilde{G}_n^\sigma(g) := \tilde{G}_n(x^n_1, \xi^n_1)(g) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i(g(X_i) - E_n[g(X_i)]), g \in G,
\]
and for $x^n_1 \in S^n$, let $\tilde{W}_n(x^n_1) := ||\tilde{G}_n(x^n_1, \xi^n_1)||_G$ denote the supremum of this process calculated for fixed $X^n_1 = x^n_1$. Note that $\tilde{W}_n(x^n_1)$ is a well-defined random variable. In addition, let
\[
\psi_n := \sqrt{\frac{\sigma^2 K_n}{n}} + \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4} \quad \text{and} \quad \gamma_n(\delta) := \frac{1}{\delta} \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4} + \frac{1}{n}.
\]
The following theorem shows that $\tilde{W}_n(X^n_1)$ can be well approximated with high probability by the supremum of the Gaussian process $B$ under mild conditions on $b$, $\sigma$, and $K_n$. The proof of this theorem can be found in the Supplemental Material.
Theorem A.2 (Slepian-Stein type coupling for suprema of conditional multiplier processes). Consider the setting specified above. Suppose that $b^2 K_n \leq n \sigma^2$. Then for every $\delta > 0$, there exists a set $S_{n,0} \in S^n$ such that $P(X_i^1 \in S_{n,0}) \geq 1 - 3/n$ and for every $x_i^n \in S_{n,0}$ one can construct on an enriched probability space a random variable $W^0$ such that (i) $W^0 \overset{d}{=} \|B\|_G$ and (ii) $P(\|\tilde{W}_n(x_1^n) - W^0\| > (\psi_n + \delta)) \leq A'' \gamma_n(\delta)$, where $A''$ is an absolute constant.

Comment A.2 (On the use of Slepian-Stein couplings). Theorems A.1 and A.2 combined with anti-concentration inequalities (Theorem 2.1 and Corollary 2.1) can be used to prove validity of Gaussian multiplier bootstrap for approximating distributions of suprema of empirical processes of VC type function classes without weak convergence arguments. This allows us to cover cases where complexity of the function class $\mathcal{G}$ is increasing with $n$, which is typically the case in nonparametric problems in general and in confidence band construction in particular. Moreover, approximation error can be shown to be polynomially (in $n$) small under mild conditions.

Appendix B: Some Technical Tools

Theorem B.1. Let $\xi_1, \ldots, \xi_n$ be i.i.d. random variables taking values in a measurable space $(S, \mathcal{S})$. Suppose that $\mathcal{G}$ is a nonempty, pointwise measurable class of functions on $S$ uniformly bounded by a constant $b$ such that there exist constants $a \geq e$ and $v > 1$ with $\sup_{g \in \mathcal{G}} N(\mathcal{G}, L_2(Q), be) \leq (a/\epsilon)^v$ for all $0 < \epsilon \leq 1$. Let $\sigma^2$ be a constant such that $\sup_{g \in \mathcal{G}} \text{Var}(g) \leq \sigma^2 \leq b^2$. If $b^2 v \log(ab/\sigma) \leq n \sigma^2$, then for all $t \leq n \sigma^2/b^2$,

$$P \left[ \sup_{g \in \mathcal{G}} \left| \sum_{i=1}^n \{g(\xi_i) - \mathbb{E}[g(\xi_1)]\} \right| \right] > A \sqrt{n \sigma^2 \left( t \vee \left( \frac{v \log(ab/\sigma)}{\sigma} \right) \right)} \leq e^{-t},$$

where $A > 0$ is an absolute constant.

Proof. This version of Talagrand’s inequality follows from Theorem 3 in [34] combined with a bound on expected values of suprema of empirical processes derived in [15]. See also [41] for the original version of Talagrand’s inequality.

Proofs of the following two lemmas can be found in the Supplemental Material.
**Lemma B.1.** Let $Y := \{Y(t) : t \in T\}$ be a separable, centered Gaussian process such that $E[Y(t)^2] \leq 1$ for all $t \in T$. Let $c(\alpha)$ denote the $(1-\alpha)$-quantile of $\|Y\|_T$. Assume that $E[\|Y\|_T] < \infty$. Then $c(\alpha) \leq E[\|Y\|_T] + \sqrt{2\log \alpha}$ and $c(\alpha) \leq M(\|Y\|_T) + \sqrt{2\log \alpha}$ for all $\alpha \in (0, 1)$ where $M(\|Y\|_T)$ is the median of $\|Y\|_T$.

**Lemma B.2.** Let $\mathcal{G}_1$ and $\mathcal{G}_2$ be VC($b_1, a_1, v_1$) and VC($b_2, a_2, v_2$) type classes, respectively, on a measurable space $(S, \mathcal{S})$. Let $a = (a_1^{v_1} a_2^{v_2})^{1/(v_1 + v_2)}$. Then (i) $\mathcal{G}_1 \cdot \mathcal{G}_2 = \{g_1 \cdot g_2 : g_1 \in \mathcal{G}_1, g_2 \in \mathcal{G}_2\}$ is VC($b_1 b_2, 2a, v_1 + v_2$) type class, (ii) $\mathcal{G}_1 - \mathcal{G}_2 = \{g_1 - g_2 : g_1 \in \mathcal{G}_1, g_2 \in \mathcal{G}_2\}$ is VC($b_1 + b_2, a, v_1 + v_2$) type class, and (iii) $\mathcal{G}_1^2 = \{g_1^2 : g_1 \in \mathcal{G}_1\}$ is VC($b_1^2, 2a_1, v_1$) type class.

**Appendix C: Proofs for Section 2**

**Proof of Theorem 2.1.** The fact that $a(X) < \infty$ follows from Landau-Shepp-Fernique theorem (see, for example, Lemma 2.2.5 in [14]). In addition, since $\sup_{t \in T} X_t \geq X_{t_0}$ for any fixed $t_0 \in T$, $a(X) \geq E[X_{t_0}] = 0$. We now prove (7).

Since the Gaussian process $X = (X_t)_{t \in T}$ is separable, there exists a sequence of finite subsets $T_n \subset T$ such that $Z_n := \max_{t \in T_n} X_t \to \sup_{t \in T} X_t =: Z$ a.s. as $n \to \infty$. Fix any $x \in \mathbb{R}$. Since $|Z_n - x| \to |Z - x|$ a.s. and a.s. convergence implies weak convergence, there exists an at most countable subset $\mathcal{N}_x$ of $\mathbb{R}$ such that for all $\epsilon \in \mathbb{R} \setminus \mathcal{N}_x$,

$$\lim_{n \to \infty} P(|Z_n - x| \leq \epsilon) = P(|Z - x| \leq \epsilon).$$

But by Theorem 3 in [8],

$$P(|Z_n - x| \leq \epsilon) \leq 4\epsilon(E[\max_{t \in T_n} X_t] + 1) \leq 4\epsilon(a(X) + 1),$$

for all $\epsilon \geq 0$. Therefore,

$$(38) \quad P(|Z - x| \leq \epsilon) \leq 4\epsilon(a(X) + 1),$$

for all $\epsilon \in \mathbb{R} \setminus \mathcal{N}_x$. By right continuity of $P(|Z - x| \leq \cdot)$, it follows that (38) holds for all $\epsilon \geq 0$. Since $x \in \mathbb{R}$ is arbitrary, we obtain (7).

**Proof of Corollary 2.1.** Let $\tilde{T}$ be a set such that there exists a bijective mapping from $\tilde{T}$ to $T$. Denote this mapping $h : \tilde{T} \to T$. Define the process $\tilde{X} = (\tilde{X}_t)_{t \in \tilde{T}}$ by letting $\tilde{X}_t = X_t$ for $t \in T$ and $\tilde{X}_t = -X_{h(t)}$ for $t \in \tilde{T}$. Then $p_t(|X|) = p_t(\tilde{X})$ and $a(\tilde{X}) = a(|X|)$. Hence, by Theorem 2.1,

$$p_t(|X|) = p_t(\tilde{X}) \leq 4\epsilon(a(\tilde{X}) + 1) = 4\epsilon(a(|X|) + 1).$$

The asserted claim follows.
Appendix D: Proofs for Section 3

Proof of Theorem 3.1. Pick any \( f \in \mathcal{F} \). By the triangle inequality, we have for any \( x \in \mathcal{X} \),

\[
\frac{\sqrt{n} \hat{f}_n(x, \hat{l}_n) - f(x)}{\hat{\sigma}_n(x, \hat{l}_n)} \leq \left( |Z_{n,f}(x, \hat{l}_n)| + \Delta_{n,f}(\hat{l}_n) \right) \frac{\sigma_{n,f}(x, \hat{l}_n)}{\hat{\sigma}_n(x, \hat{l}_n)},
\]

by which we have

\[
P_f(f(x) \in C_\alpha(x), \forall x \in \mathcal{X}) \geq P_f(\{Z_{n,f}(x, \hat{l}_n)| + \Delta_{n,f}(\hat{l}_n) \leq (\hat{c}_n(\alpha) + \epsilon'_n)\hat{\sigma}_n(x, \hat{l}_n)/\sigma_{n,f}(x, \hat{l}_n), \forall x \in \mathcal{X})
\]

\[
\geq P_f(\sup_{x \in \mathcal{X}} |Z_{n,f}(x, \hat{l}_n)| + \Delta_{n,f}(\hat{l}_n) \leq (\hat{c}_n(\alpha) + \epsilon'_n)(1 - \epsilon_3n) - \delta_{3n}
\]

\[
\geq P_f(\{Z_{n,f}(x, \hat{l}_n)| \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - \epsilon'_n\epsilon_3n) - \delta_{3n} - \delta_{4n}
\]

\[
\geq P_f(\{Z_{n,f}(x, \hat{l}_n)| \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - u_n\epsilon_3n\sqrt{\log n} - \delta_{3n} - \delta_{4n} - \delta_{5n},
\]

where the third line follows from Condition H4, the fourth line from Condition H5, the fifth line from the inequality \( \sup_{x \in \mathcal{X}} |Z_{n,f}(x, \hat{l}_n)| \leq \|Z_{n,f}\|_{\mathcal{V}_n} \), and the sixth line from Condition H6. Further, the probability in the last line above equals (recall that \( W_{n,f} = \|Z_{n,f}\|_{\mathcal{V}_n} \))

\[
P_f(W_{n,f} \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - u_n\epsilon_3n\sqrt{\log n})
\]

(39) \[
\geq P_f(W_{n,f} \leq c_{n,f}(\alpha + \tau_n)(1 - \epsilon_3n) - \epsilon_2n - u_n\epsilon_3n\sqrt{\log n} - \delta_{2n},
\]

where (39) follows from Condition H3. Now, the probability in (39) is bounded from below by Condition H1 by

\[
P_f(W_{n,f}^0 \leq c_{n,f}(\alpha + \tau_n)(1 - \epsilon_3n) - \epsilon_1n - \epsilon_2n - u_n\epsilon_3n\sqrt{\log n} - \delta_{1n}
\]

(40) \[
\geq P_f(W_{n,f}^0 \leq c_{n,f}(\alpha + \tau_n)) - \rho_{c_n}(|G_{n,f}|) - \delta_{1n}
\]

(41) \[
\geq 1 - \alpha - \tau_n - \rho_{c_n}(|G_{n,f}|) - \delta_{1n},
\]

where (40) follows from the definition of the Lévy concentration function \( \rho_{c_n}(|G_{n,f}|) \) given that \( \epsilon_n = \epsilon_1n + \epsilon_2n + \epsilon_3n(c_{n,f}(\alpha) + u_n\sqrt{\log n}) \) and (41) follows since \( c_{n,f}(\cdot) \) is the quantile function of \( W_{n,f}^0 \). Combining these inequalities leads to (13).

To prove (14) and (15), note that \( \delta_n \leq Cn^{-c} \) and \( \tau_n \leq Cn^{-c} \) by Conditions H1 and H3-H6. Further, it follows from Lemma B.1 that \( c_{n,f}(\alpha) \leq E[\|G_{n,f}\|_{\mathcal{V}_n}] + (2|\log \alpha|)^{1/2} \leq C\sqrt{\log n} \), and so \( \epsilon_3n u_n\sqrt{\log n} \leq Cn^{-c1} \) implies that \( \epsilon_{n,f} \leq Cn^{-c} \). Therefore, (14) and (15) follow from (13) and Condition H2.
PROOF OF COROLLARY 3.1. The proof is similar to that of Theorem 3.1. The details are provided in the Supplemental Material.

PROOF OF THEOREM 3.2. In this proof, $c, C > 0$ are constants that depend only on $c_2, C_2$ but their values can change at each appearance.

Fix any $f \in \mathcal{F}$. Let $G_{n,f} = \{G_{n,f}(v) : v \in \mathcal{V}_n\}$ be a tight Gaussian random element in $\ell^\infty(\mathcal{V}_n)$ with mean zero and the same covariance function as that of $Z_{n,f}$. Since $b_n^2 \sigma_n^4 K^4/n \leq C_2 n^{-c_2}$, it follows from Theorem A.1 that we can construct a random variable $W_{n,f}^0$ such that $W_{n,f}^0 \overset{d}{=} \|G_{n,f}\|_{\mathcal{V}_n}$ and (9) holds with some $\epsilon_{1n}$ and $\delta_{1n}$ bounded from above by $Cn^{-c}$. In addition, inequality $\mathbf{E}[\|G_{n,f}\|_{\mathcal{V}_n}] \leq C\sqrt{\log n}$ follows from Corollary 2.2.8 in [43]. Condition H1 follows. Given Condition H1, Condition H2-(b) follows from Corollary 2.1, and Condition H2-(a) follows from H2-(b).

Consider Condition H4. There exists $n_0$ such that $C_2 n_0^{-c_2} \leq 1$. It suffices to verify the condition only for $n \geq n_0$. Note that

\begin{equation}
\left| \frac{\hat{\sigma}_n(x,l)}{\sigma_{n,f}(x,l)} - 1 \right| \leq \left| \frac{\hat{\sigma}_n^2(x,l)}{\sigma_{n,f}^2(x,l)} - 1 \right|.
\end{equation}

Define $\mathcal{K}_{n,f}^2 := \{g^2 : g \in \mathcal{K}_{n,f}\}$. Given the definition of $\hat{\sigma}_n(x,l)$, the right hand side of (42) is bounded by

\begin{equation}
\sup_{g \in \mathcal{K}_{n,f}^2} |\mathbb{E}_n[g(X_i)] - \mathbb{E}[g(X_1)]| + \sup_{g \in \mathcal{K}_{n,f}} |\mathbb{E}_n[g(X_i)]^2 - \mathbb{E}[g(X_1)]^2|.
\end{equation}

It follows from Lemma B.2 that $\mathcal{K}_{n,f}^2$ is VC($b_n^2, 2a_n, v_n$) type class. Moreover, for all $g \in \mathcal{K}_{n,f}^2$,

\[ \mathbb{E}[g(X_1)^2] \leq b_n^2 \mathbb{E}[g(X_1)] \leq b_n^2 \sigma_n^2. \]

Therefore, Talagrand’s inequality (Theorem B.1) with $t = \log n$, which can be applied because $b_n^2 K_n/(n \sigma_n^2) \leq b_n^2 \sigma_n^4 K^4/n \leq C_2 n^{-c_2} \leq 1$ and $b_n \log n/(n \sigma_n^2) \leq b_n^2 K_n/(n \sigma_n^2) \leq 1$ (recall that $\sigma_n \geq 1$ and $K_n \geq 1$), gives

\begin{equation}
\mathbb{P} \left( \sup_{g \in \mathcal{K}_{n,f}^2} |\mathbb{E}_n[g(X_i)] - \mathbb{E}[g(X_1)]| > \frac{1}{2} \sqrt{\frac{b_n^2 \sigma_n^2 K_n}{n}} \right) \leq \frac{1}{n}.
\end{equation}

In addition,

\[ \sup_{g \in \mathcal{K}_{n,f}} |\mathbb{E}_n[g(X_i)]^2 - \mathbb{E}[g(X_1)]^2| \leq 2b_n \sup_{g \in \mathcal{K}_{n,f}} |\mathbb{E}_n[g(X_i)] - \mathbb{E}[g(X_1)]|, \]
so that another application of Talagrand’s inequality yields

\[(45) \quad P \left( \sup_{g \in \mathcal{K}_{n,f}} |E_n[g(X_i)]^2 - E[g(X_i)]^2| > \frac{1}{2} \sqrt{\frac{b_n^2 \sigma_n^2 K_n}{n}} \right) \leq \frac{1}{n}.\]

Given that \(b_n^2 \sigma_n^2 K_n/n \leq b_n^2 \sigma_n^2 K_n^1/n \leq C_2 n^{-c_2}\), combining (42)-(45) gives Condition H4 with \(\varepsilon_{3n} := (b_n^2 \sigma_n^2 K_n/n)^{1/2}\) and \(\delta_{3n} := 2/n\).

Finally, we verify Condition H3. There exists \(n_1\) such that \(\varepsilon_{3n_1} \leq 1/2\). It suffices to verify the condition only for \(n \geq n_1\), so that \(\varepsilon_{3n} \leq 1/2\). Define

\[\hat{\mathcal{G}}_n(x, l) = \hat{G}_n(X_1^n, \varepsilon_1^n)(x, l) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{K_i(X_i, x) - \hat{f}_n(x, l)}{\sigma_n(x, l)},\]

and

\[\Delta \mathcal{G}_n(x, l) = \hat{G}_n(x, l) - \hat{\mathcal{G}}_n(x, l).\]

In addition, define

\[\hat{W}_n(x_1^n) := \sup_{(x, l) \in \mathcal{X} \times \mathcal{L}_n} \hat{\mathcal{G}}_n(x_1^n, \xi_1^n)(x, l),\]

\[\tilde{W}_n(x_1^n) := \sup_{(x, l) \in \mathcal{X} \times \mathcal{L}_n} \tilde{\mathcal{G}}_n(x_1^n, \xi_1^n)(x, l).\]

Consider the set \(S_{n,1}\) of values \(X_1^n\) such that \(|\hat{\sigma}_n(x, l)/\sigma_{n,f}(x, l) - 1| \leq \varepsilon_{3n}\) for all \((x, l) \in \mathcal{X} \times \mathcal{L}_n\) whenever \(X_1^n \in S_{n,1}\). The previous calculations show that \(P_f(X_1^n \in S_{n,1}) \geq 1 - \delta_{3n} = 1 - 2/n\). Pick and fix any \(x^n_1 \in S_{n,1}\). Then

\[\Delta \mathcal{G}_n(x_1^n, \xi_1^n)(x, l) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{K_i(x_i, x) - \hat{f}_n(x, l)}{\sigma_n(x, l)} \left(\frac{\sigma_n(x, l)}{\hat{\sigma}_n(x, l)} - 1\right) \]

is a Gaussian process with mean zero and

\[\text{Var} (\Delta \mathcal{G}_n(x_1^n, \xi_1^n)(x, l)) = \frac{\hat{\sigma}_n^2(x, l)}{\sigma_n^2(x, l)} \left(\frac{\sigma_n(x, l)}{\hat{\sigma}_n(x, l)} - 1\right)^2 \leq \varepsilon_{3n}^2.\]

Further, the function class

\[\mathcal{K}_{n,f} := \left\{ \frac{K_i(\cdot, x)}{\sigma_n(x, l)} \left(\frac{\sigma_n(x, l)}{\hat{\sigma}_n(x, l)} - 1\right) : (x, l) \in \mathcal{X} \times \mathcal{L}_n \right\}\]

is contained in the function class

\[\left\{ \frac{a K_i(\cdot, x)}{\sigma_n(x, l)} : (x, l, a) \in \mathcal{X} \times \mathcal{L}_n \times [-1, 1]\right\},\]
and hence is $\text{VC}(b_n, 4a_n, 1 + v_n)$ type class by Lemma B.2. In addition,

$$
E \left[ (\Delta G_n(x_1^n, \xi_1^n)(x', l') - \Delta G_n(x_1^n, \xi_1^n)(x'', l''))^2 \right]
$$

$$
\leq E_n \left[ \left( \frac{K_1(x_i, x')}{\sigma_n(x', l')} \left( \frac{\sigma_n(x', l')}{\sigma_n(x', l')} - 1 \right) - \frac{K_1(x_i, x'')}{\sigma_n(x'', l'')} \left( \frac{\sigma_n(x'', l'')}{\sigma_n(x'', l'')} - 1 \right) \right)^2 \right],
$$

for all $x', x'' \in \mathcal{X}$ and $l', l'' \in \mathcal{L}_n$, so that covering numbers for the index set $\mathcal{X} \times \mathcal{L}_n$ with respect to the intrinsic (standard deviation) semimetric induced from the Gaussian process $\Delta G_n(x_1^n, \xi_1^n)$ are bounded by uniform covering numbers for the function class $\tilde{K}_{n, f}$. Therefore, an application of Corollary 2.2.8 in [43] gives

$$
E \left[ \sup_{(x, l) \in \mathcal{X} \times \mathcal{L}_n} |\Delta G_n(x_1^n, \xi_1^n)(x, l)| \right] \leq C\epsilon_3n \sqrt{(1 + v_n) \log \left( \frac{4a_n b_n}{\epsilon_3n} \right)} \leq Cn^{-c},
$$

Here the second inequality follows from the definition of $\epsilon_3n$ above and the following inequalities

$$
\sqrt{(1 + v_n) \log \left( \frac{4a_n b_n}{\epsilon_3n} \right)} \leq \sqrt{(1 + v_n) \left( \log \left( \frac{4a_n b_n}{\sigma_n} \right) + \log \left( \frac{\sigma_n}{\epsilon_3n} \right) \right)}
$$

$$
\leq C \sqrt{K_n} \left( 1 + \sqrt{\log \left( \frac{\sigma_n}{\epsilon_3n} \right)} \right)
$$

$$
\leq C \sqrt{K_n} \left( 1 + \sqrt{\log \left( \frac{n}{b_n K_n} \right)} \right)
$$

$$
\leq C \sqrt{K_n} \left( 1 + \sqrt{\log n} \right) \leq CK_n
$$

where in the last line we used $b_n \geq \sigma_n \geq 1$, and $K_n \geq v_n \log n \geq \log n$. Combining this bound with the Borell-Sudakov-Tsirel’son inequality, and using the inequality

$$
|\tilde{W}_n(x_1^n) - \tilde{W}_n(x_1^n)| \leq \sup_{(x, l) \in \mathcal{X} \times \mathcal{L}_n} |\Delta G_n(x_1^n, \xi_1^n)(x, l)|,
$$

we see that there exists $\lambda_{1n} \leq Cn^{-c}$ such that

$$
(46) \quad P(|\tilde{W}_n(x_1^n) - \tilde{W}_n(x_1^n)| \geq \lambda_{1n}) \leq Cn^{-c},
$$

whenever $x_1^n \in S_{n,1}$. Further, since $b_n^2 \sigma_n^4 K_n^4/n \leq C2n^{-c_2}$ and $b_n \geq \sigma_n \geq 1$, Theorem A.2 shows that there exist $\lambda_{2n} \leq Cn^{-c}$ and a measurable set $S_{n,2}$...
of values $X_1^n$ such that $P_f(X_1^n \in S_{n,2}) \geq 1 - 3/n$ and for every $x_1^n \in S_{n,2}$ one can construct a random variable $W^0$ such that $W^0 \overset{d}{=} \|G_{n,f}\| \nu_n$ and

$$P(|\hat{W}_n(x_1^n) - W^0| \geq \lambda_{2n}) \leq C n^{-c}. \tag{47}$$

Here $W^0$ may depend on $x_1^n$ but $c, C$ can be chosen in such a way that they depend only on $c_2, C_2$ (as noted in the beginning).

Pick and fix any $x_1^n \in S_{n,0} := S_{n,1} \cap S_{n,2}$ and construct a suitable $W^0 \overset{d}{=} \|G_{n,f}\| \nu_n$ for which (47) holds. Then by (46), we have

$$P(|\hat{W}_n(x_1^n) - W^0| \geq \lambda_n) \leq C n^{-c}, \tag{48}$$

where $\lambda_n := \lambda_{1n} + \lambda_{2n}$. Denote by $\hat{c}_n(\alpha, x_1^n)$ the $(1 - \alpha)$-quantile of $\hat{W}_n(x_1^n)$. Then we have

$$P(\|G_{n,f}\| \nu_n \leq \hat{c}_n(\alpha, x_1^n) + \lambda_n) = P(W^0 \leq \hat{c}_n(\alpha, x_1^n) + \lambda_n) \geq P(\hat{W}_n(x_1^n) \leq \hat{c}_n(\alpha, x_1^n)) - C n^{-c} \geq 1 - \alpha - C n^{-c},$$

by which we have $\hat{c}_n(\alpha, x_1^n) \geq c_{n,f}(\alpha + C n^{-c}) - \lambda_n$. Since $x_1^n \in S_{n,0}$ is arbitrary and $\hat{c}_n(\alpha) = \hat{c}_n(\alpha, X_1^n)$, we see that whenever $X_1^n \in S_{n,0}$, $\hat{c}_n(\alpha) \geq c_{n,f}(\alpha + C n^{-c}) - \lambda_n$. Part (a) of Condition H3 follows from the fact that $P_f(X_1^n \in S_{n,0}) \geq 1 - 5/n$ and $\lambda_n \leq C n^{-c}$. Part (b) follows similarly.
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APPENDIX E: PROOF OF COROLLARY 3.1

Pick any $f \in \mathcal{F}$. Then

$$
P_f(f(x) \in \tilde{C}_n(x), \forall x \in \mathcal{X})$$

(49) \geq P_f(|Z_{n,f}(x,\hat{l}_n)| + \Delta_{n,f}(\hat{l}_n) \leq \hat{c}_n(\alpha)\hat{\sigma}_n(x,\hat{l}_n)/\sigma_{n,f}(x,\hat{l}_n), \forall x \in \mathcal{X})$$

(50) \geq P_f(\sup_{x \in \mathcal{X}} |Z_{n,f}(x,\hat{l}_n)| + \Delta_{n,f}(\hat{l}_n) \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - \delta_{3n}$$

(51) \geq P_f(\sup_{x \in \mathcal{X}} |Z_{n,f}(x,\hat{l}_n)| \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - u_n\sqrt{\log n} - \delta_{3n} - \delta_{6n}$$

(52) \geq P_f(\|Z_{n,f}\|_{\nu_n} \leq \hat{c}_n(\alpha)(1 - \epsilon_3n) - u_n\sqrt{\log n} - \delta_{3n} - \delta_{6n},$$

where (49) follows by the triangle inequality, (50) by Condition H4, (51) by assumption (17), and (52) by the inequality $\sup_{x \in \mathcal{X}} |Z_{n,f}(x,\hat{l}_n)| \leq \|Z_{n,f}\|_{\nu_n}$. Further, recalling that $W_{n,f} = \|Z_{n,f}\|_{\nu_n}$ and writing

$$
\tilde{c}_n := \epsilon_{1n} + \epsilon_{2n} + \epsilon_{3n}c_{n,f}(\alpha) + u_n\sqrt{\log n},$$

the probability in (52) equals

$$
P_f(W_{n,f} \leq \tilde{c}_n(\alpha)(1 - \epsilon_3n) - u_n\sqrt{\log n})$$

(53) \geq P_f(W_{n,f} \leq c_{n,f}(\alpha + \tau_n)(1 - \epsilon_3n) - \epsilon_{2n} - u_n\sqrt{\log n} - \delta_{2n}$$

(54) \geq P_f(W_{n,f}^0 \leq c_{n,f}(\alpha + \tau_n) - \tilde{c}_n) - \delta_{1n} - \delta_{2n}$$

(55) \geq 1 - \alpha - \tau_n - p_{c_n}(\|G_{n,f}\|) - \delta_{1n} - \delta_{2n},$$

*First version: October 2011. Revised April 12, 2014. V. Chernozhukov and D. Chetverikov are supported by a National Science Foundation grant. K. Kato is supported by the Grant-in-Aid for Young Scientists (B) (25780152), the Japan Society for the Promotion of Science.
where (53) follows by Condition H3, (54) by Condition H1, and (55) by the definition of the Lévy concentration function $p_{\mathcal{E}}(\|G_{n,f}\|)$. As in the proof of Theorem 3.1, $c_{n,f}(\alpha) \leq E[\|G_{n,f}\|\|V_n\|] + (2|\log \alpha|)^{1/2} \leq C\sqrt{\log n}$. Therefore, $\tilde{c}_n = o(1/\sqrt{\log n})$ if $u_n \log n \to 0$, and $\tilde{c}_n \leq Cn^{-c}$ if $u_n \log n \leq C_1 n^{-c_1}$. Hence (18) and (19) follow from $c_n + \delta_{1n} + \delta_{2n} + \delta_{3n} + \delta_{6n} \leq Cn^{-c}$.

To prove (20) and (21), note that when $\mathcal{L}_n$ is a singleton, inequality $\sup_{x \in \mathcal{X}} |Z_{n,f}(x, \hat{l}_n)| \leq \|Z_{n,f}\|\mathcal{V}_n$ becomes equality. Therefore, an argument similar to that used above yields in addition to (18) and (19),

\[ P_f(f(x) \in \mathcal{C}_n(x), \forall x \in \mathcal{X}) \leq 1 - \alpha + \tau_n + p_{\mathcal{C}_n}(|G_{n,f}|) + \delta_{1n} + \delta_{2n} + \delta_{3n} + \delta_{6n}, \]

where $\mathcal{C}_n := \varepsilon_1 + \varepsilon_2 + \varepsilon_3 c_{n,f}(\alpha - \tau_n) + u_n \sqrt{\log n}$. Hence, (20) and (21) follow since $c_{n,f}(\alpha - \tau_n) \leq E[\|G_{n,f}\|\|V_n\|] + (2|\log(\alpha - \tau_n)|)^{1/2} \leq C\sqrt{\log n}$. This completes the proof of the corollary.

# APPENDIX F: PROOFS FOR SECTION 4

In this section, we prove Theorem 4.1. Here constants $c, C > 0$ depend only on the constants appearing in the statement of Theorem 4.1 but their values may change at each appearance. Also, in the proof we will assume that $l_{\max,n} - l_{\min,n} \to \infty$. Otherwise, the results of the theorem follow from Lemma F.2 below and Theorems 3.2 and 3.1.

For $(x, l, l') \in \mathcal{V}_n$, denote

\[ \sigma_{n,f}(x, l, l') := (c_\phi \sigma_{n}(x, l')) \vee \left(\sqrt{n} \text{Var}_f(\hat{f}_n(x, l) - \hat{f}_n(x, l'))\right)^{1/2}. \]

The proof is long, so we start with several preliminary lemmas.

**Lemma F.1.** Let $\phi$ be a father wavelet satisfying the latter part of Condition L1. Then there exist constants $c_\phi, C_\phi > 0$ depending only on $\phi$ such that for all $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$,

\[ c_\phi \leq \sum_{k_1, \ldots, k_d \in \mathbb{Z}} \prod_{1 \leq m \leq d} \phi(x_m - k_m)^2 \leq C_\phi. \]

**Proof of Lemma F.1.** Since

\[ \sum_{k_1, \ldots, k_d \in \mathbb{Z}} \prod_{1 \leq m \leq d} \phi(x_m - k_m)^2 = \prod_{1 \leq m \leq d} \sum_{k_m \in \mathbb{Z}} \phi(x_m - k_m)^2, \]

it suffices to consider the case $d = 1$. Then (57) becomes

\[ c_\phi \leq \sum_{k \in \mathbb{Z}} \phi(x - k)^2 \leq C_\phi. \]
Since the function $\sum_{k \in \mathbb{Z}} \phi(-k)^2$ has period 1, it suffices to consider $x \in [0, 1]$. To prove the lower bound, note that it follows from Lemma 8.6 in [7] that the series $\sum_{k \in \mathbb{Z}} \phi(-k)^2$ converges uniformly, and hence $\sum_{k \in \mathbb{Z}} \phi(-k)^2$ is continuous (the functions $\sum_{k: |k| \leq m} \phi(-k)^2$ are continuous for all $m$ by our assumptions on the regularity of the farther wavelet). Further, it follows from Corollary 8.1 in [7] that $\sum_{k \in \mathbb{Z}} \phi(x-k)^2$ is identically equal to some non-zero constant, so that $\sum_{k \in \mathbb{Z}} \phi(x-k)^2 > 0$ for all $x \in [0, 1]$. Since the minimum of a continuous function on a compact set is achieved, the lower bound follows. The upper bound follows by noting that both for compactly supported wavelets and for Battle-Lemarié wavelets, $|\phi(x)| \leq C \exp(-c|x|)$ for all $x \in \mathbb{R}$. The asserted claim follows.

**Lemma F.2.** Under the assumptions of Theorem 4.1, there exists $n_0$ such that for all $n \geq n_0$, Condition VC holds with $b_n \leq C 2^{\max \omega} d/2$, $a_n \leq C$, $v_n \leq C$. In addition, $\sigma_n \leq C$ and for all $f \in F$, $l \in L_n$, and $n \geq n_0$, we have

$$
\sigma^2 l^d/2 \leq \inf_{x \in X} \sigma_n f(x, l) \leq \sup_{x \in X} \sigma_n f(x, l) \leq \bar{\sigma}^2 l^d/2
$$

and for all $f \in F$, $l, l' \in L_n$ such that $l < l'$, and $n \geq n_0$, we have

$$
c_\sigma \sigma^2 l'^d/2 \leq \inf_{x \in X} \sigma_n f(x, l, l') \leq \sup_{x \in X} \sigma_n f(x, l, l') \leq \bar{\sigma}^2 l'^d/2.
$$

Moreover, there exists $s > 0$ such that for all $x \in X$, $f \in F$, $l, l' \in L_n$ such that $l \leq l' - s$, and $n \geq n_0$, we have

$$
\sigma_n f(x, l, l') > c_\sigma \sigma_n (x, l').
$$

Here $n_0$, $\sigma$, and $\bar{\sigma}$ depend only on the constants appearing in the statement of Theorem 4.1.

**Proof of Lemma F.2.** For simplicity of notation, we assume that $d = 1$ in this proof. The case $d > 1$ follows similarly. Note that we have

$$
2^{-l}|K_l(y, x)| \leq C \exp(-2^l c|y - x|),
$$

for all $l \in L_n$ and $x, y \in X$. Indeed, for convolution kernels and compactly supported wavelets, this follows from compactness of the support of $K(\cdot)$ and $\phi(\cdot)$, respectively, and for Battle-Lemarié wavelets, this follows from Lemma 8.6 in [7].

Further, note that under our conditions,

$$
E_f[K_l(X_1, x)] \to f(x)
$$
as \( n \to \infty \) uniformly over all \( f \in \mathcal{F}, \ l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \) since \( t_{\min,n} \to \infty \).

In addition, it follows from (61) that under our conditions
\[
2^{-l} \left| \int K_l(y, x)^2 (f(y) - f(x)) dy \right| \\
\leq 2^l C \int \exp(-2^l c|y - x|) |f(y) - f(x)| dy \\
\leq C \int \exp(-c|z - \bar{x}|) |f(z 2^{-l}) - f(\bar{x} 2^{-l})| dz \to 0
\]
uniformly over all \( f \in \mathcal{F}, \ l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \) where we denoted \( \bar{x} = x 2^l \).

Therefore,
\[
2^{-l} E_f[K_l(X_1, x)^2] \to f(x) \int K(y)^2 dy
\]
as \( n \to \infty \) uniformly over all \( f \in \mathcal{F}, \ l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \) for convolution kernels. Moreover, for wavelet projection kernels,
\[
2^{-l} E_f[K_l(X_1, x)^2] = 2^l \int \left( \sum_{k \in \mathbb{Z}} \phi(2^l y - k)\phi(2^l x - k) \right)^2 f(y) dy \\
= 2^l \int \left( \sum_{k \in \mathbb{Z}} \phi(2^l y - k)\phi(2^l x - k) \right)^2 f(x) dy + o(1) \\
= f(x) \sum_{k \in \mathbb{Z}} \phi(2^l x - k)^2 + o(1)
\]
as \( n \to \infty \) uniformly over all \( f \in \mathcal{F}, \ l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \) where the second line follows from the argument above and the third line from orthonormality in \( L^2(\mathbb{R}) \) of the system \( \{\phi(-k), k \in \mathbb{Z} \} \). Since \( f \leq f(x) \leq \bar{f} \) for all \( x \in \mathcal{X} \) and (57) holds under our conditions, (58) follows from noting that \( \sigma_{n,f}^2 = E_f[K_l(X_1, x)^2] - E_f[K_l(X_1, x)]^2 \). Further, the lower bound in (59) follows from (56) and (58), and the upper bound in (59) as well as (60) follow from (58) by noting that
\[
(\sigma_{n,f}(x, l') - \sigma_{n,f}(x, l))^2 \leq \sigma_{n,f}(x, l, l')^2 \leq (\sigma_{n,f}(x, l') + \sigma_{n,f}(x, l))^2.
\]
Inequalities (58) also imply that \( \sigma_n \leq C \).

Further, when \( d = 1 \), the function class \( \mathcal{K}_d := \{2^{-ld}K_l(\cdot, x) : l \in \mathbb{N}, x \in \mathbb{R}^d \} \) is VC(b, a, v) type for some \( b, a, v \) independent of \( n \) by discussion on p. 911 in [3] (for convolution kernels), Lemma 2 in [4] (for compactly supported wavelets), and Lemma 2 in [5] (for Battle-Lemarié wavelets). When \( d > 1 \), \( \mathcal{K}_d \) is VC(b, a, v) type class (with possibly different \( b, a, v \)) by Lemma B.2. Now, another application of Lemma B.2 shows that \( \mathcal{K}_{n,f} \) is VC(\( b_n, a_n, v_n \)) type class where \( b_n \leq C 2^{l_{\max,n} d/2}, a_n \leq C, \) and \( v_n \leq C \). This completes the proof of the lemma.
Lemma F.3. Under the assumptions of Theorem 4.1, Conditions H1-H4 are satisfied.

Proof of Lemma F.3. The claim follows from combining Lemma F.2 and Theorem 3.2.

Lemma F.4. Under the assumptions of Theorem 4.1, there exist sequences \( \zeta_{1n} \) and \( \zeta_{2n} \) of positive numbers bounded from above by \( Cn^{-c} \) such that

\[
\sup_{f \in \mathcal{F}} \left( \sup_{(x,l,l') \in \mathcal{V}_n} \left| \frac{\hat{\sigma}_n(x,l,l')}{\sigma_{n,f}(x,l,l')} - 1 \right| > \zeta_{1n} \right) \leq \zeta_{2n}.
\]

Proof of Lemma F.4. The proof follows from arguments similar to those used to verify Condition H4 in the proof of Theorem 3.2.

Lemma F.5. Under the assumptions of Theorem 4.1, there exist \( c > 0 \) and \( C > 0 \) such that for all \( f \in \mathcal{F} \),

\[
\lambda_{0n} := 1 - \Pr(f(c \sqrt{\log n} \leq \bar{c}_n(\gamma_n) \leq C \sqrt{\log n}) \leq Cn^{-c}.
\]

Proof of Lemma F.5. Since we assume that \( l_{\max,n} - l_{\min,n} \to \infty \), for sufficiently large \( n \), there will be \( l, l' \in \mathcal{L}_n \) such that \( l \leq l' - s \). For such \( n, l, \) and \( l' \), \( \hat{\sigma}_n(x,l,l') > c_{\sigma} \bar{\sigma}_n(x,l') \) with probability at least \( 1 - Cn^{-c} \) by Lemmas F.4 and F.2. On the other hand, on the event \( \hat{\sigma}_n(x,l,l') > c_{\sigma} \bar{\sigma}_n(x,l') \), by construction, \( \bar{c}_n(\gamma_n) \) is not smaller than \((1 - \gamma_n)\)-quantile of \( N(0,1) \) distribution. Since \( \gamma_n \leq Cn^{-c} \), it follows that

\[
\Pr(\bar{c}_n(\gamma_n) < c \sqrt{\log n}) \leq Cn^{-c}.
\]

Now let us verify the inequality

\[
P_f(\bar{c}_n(\gamma_n) > C \sqrt{\log n}) \leq Cn^{-c}.
\]

Recall that \( \bar{V}_n = \{(x,l,l') : x \in \mathcal{X}, l,l' \in \mathcal{L}_n, l < l'\} \). Applying Lemma B.1 conditional on the data given that \( X_1^n = x_1^n \) yields

\[
\bar{c}_n(\gamma_n) \leq \mathbb{E} \left[ \| \bar{G}_n(x_1^n, \xi_1^n) \|_\nu_n \right] + \sqrt{2|\log \gamma_n|}.
\]
Also, for \((x, l, l') \in \tilde{V}_n\), with probability at least \(1 - Cn^{-c}\),
\[
|\tilde{G}_n(x^n_1, \xi^n_1)(x, l, l')| \\
\leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_i(X_i, x) - \hat{f}_n(x, l)}{\sigma_n(x, l, l')} + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_i(X_i, x) - \hat{f}_n(x, l')}{\sigma_n(x, l, l')}, \\
\leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_i(X_i, x) - \hat{f}_n(x, l)}{c \sigma_n(x, l, l')} + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_i(X_i, x) - \hat{f}_n(x, l')}{c \sigma_n(x, l, l')}, \\
\leq C \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i K_i(X_i, x) - \hat{f}_n(x, l) \right) + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \frac{K_i(X_i, x) - \hat{f}_n(x, l')}{c \sigma_n(x, l, l')},
\]
so that
\[
\mathbb{E} \left[ \|\tilde{G}_n(x^n_1, \xi^n_1)\|_{\mathcal{V}_n} \right] \leq C \mathbb{E} \left[ \|\hat{G}_n(x^n_1, \xi^n_1)\|_{\mathcal{V}_n} \right]
\]
on the set \(S_{n,1}\) of values \(x^n_1\) such that \(P_f(X^n_1 \notin S_{n,1}) \leq Cn^{-c}\). It follows from Dudley’s inequality that under Condition VC, which is verified in Lemma F.2, that
\[
\mathbb{E} \left[ \|\hat{G}_n(x^n_1, \xi^n_1)\|_{\mathcal{V}_n} \right] \leq C \sqrt{\log n}
\]
on the set \(S_{n,2}\) of values \(x^n_1\) such that \(P_f(X^n_1 \notin S_{n,2}) \leq Cn^{-c}\) (see the proof of Theorem 3.2 in the main text for a similar derivation). Combining presented inequalities gives (62) and completes the proof of the lemma. 

**Lemma F.6.** Under the assumptions of Theorem 4.1, there exist \(c > 0\) and \(C > 0\) such that
\[
\sup_{f \in \mathcal{F}} \left( \sup_{(x, l, l') \in \mathcal{V}_n(s)} \frac{\sqrt{n}|B_n(x, l, l')|}{\sigma_n(x, l, l')} \geq \tilde{c}_n(\gamma_n) \right) \leq \gamma_n + Cn^{-c}
\]
where
\[
B_n(x, l, l') := \left( \hat{f}_n(x, l) - \mathbb{E}_f[\hat{f}_n(x, l)] \right) - \left( \hat{f}_n(x, l') - \mathbb{E}_f[\hat{f}_n(x, l')] \right)
\]
and
\[
\mathcal{V}_n(s) := \{(x, l, l') : x \in \mathcal{X}, l, l' \in \mathcal{L}_n, l \leq l' - s\}
\]
where \(s\) appears in Lemma F.2.

**Proof of Lemma F.6.** Note that \(\tilde{c}_n(\gamma_n)\) is not smaller than conditional \((1 - \gamma_n)\)-quantile of \(\|G_n\|_{\mathcal{V}_n(s)}\) given \(X^n_1\). Therefore, the proof follows from arguments similar to those used in the proof of Theorem 3.1 since for \((x, l, l') \in \mathcal{V}_n(s), \sigma_{n,f}(x, l, l') = (n \text{Var}_f(\hat{f}_n(x, l) - \hat{f}_n(x, l')))^{1/2}\) (truncation is not binding). 

Further, for so that the triangle inequality, empty, we are done. So, assume that (63) appears in (35) (by increasing sufficiently small. Therefore, it suffices to consider n > max(n_0, n_1).

Let \( t := t(f) \) and let \( M_1 \) and \( M_2 \) be such that \( M_1(c_32^{l_1}/C_3 - 1) \geq 2(q+1) \), and \( M_2\sigma/\bar{\sigma} \leq (q-1)/4 \) where \( \sigma, \bar{\sigma} \), and \( \bar{\sigma} \) are introduced in Lemma F.2, and \( q \) appears in (35) (by increasing \( s \) if necessary, without loss of generality, we assume that \( c_32^{l_1} > C_3 \)). For \( M > 0 \), define

\[
    l^*(M) := \inf \left\{ l \in \mathcal{L}_n : C_32^{-l_1}\sqrt{n} \leq M\bar{c}_n(\gamma_n)\bar{\sigma}2^{l/d/2} \right\},
\]

and let \( l_1^* := l^*(M_1) \) and \( l_2^* := l^*(M_2) \). We will invoke the following lemmas.

**Lemma F.7.** There exist \( c, C > 0 \) such that for all \( f \in \mathcal{F} \),

\[
    \lambda_{1n} := P_f(\hat{t}_n \leq l_1^* - s) \leq Cn^{-c}.
\]

**Proof of Lemma F.7.** Define \( \mathcal{L}^1_n := \{ l \in \mathcal{L}_n : l < l_1^* - s \} \). If \( \mathcal{L}^1_n \) is empty, we are done. So, assume that \( \mathcal{L}^1_n \) is not empty. Let \( l' := l_1^* - 1 \). Note that \( l' \in \mathcal{L}_n \) by Condition L3. Then for any \( l \in \mathcal{L}^1_n \), by Condition L2 and the triangle inequality,

\[
    c_32^{-l_1} \leq \sup_{x \in \mathcal{X}} |E_f[\hat{f}_n(x, l)] - f(x)|
    \leq \sup_{x \in \mathcal{X}} |B_n(x, l, l')| + \sup_{x \in \mathcal{X}} |\hat{f}_n(x, l) - \hat{f}_n(x, l')| + C_32^{-l'},
\]

so that

\[
    \sup_{x \in \mathcal{X}} |\hat{f}_n(x, l) - \hat{f}_n(x, l')| \geq c_32^{-l_1} - C_32^{-l'} - \sup_{x \in \mathcal{X}} |B_n(x, l, l')|.
\]

Further, for \( l \in \mathcal{L}^1_n \), it follows from (63) that

\[
    c_32^{-l_1} - C_32^{-l'} \geq C_32^{-l_1}(c_32^{l_1}/C_3 - 1)
    \geq n^{-1/2}M_1\bar{c}_n(\gamma_n)\bar{\sigma}2^{l/d}(c_32^{l_1}/C_3 - 1)
    \geq 2n^{-1/2}(q + 1)\bar{c}_n(\gamma_n)\bar{\sigma}2^{l/d}.
\]
Therefore,

\[
P_f(\hat{l}_n \in \mathcal{L}_n^1) \leq P_f \left( \inf_{l \in \mathcal{L}_n^1} \sup_{x \in \mathcal{X}} \frac{\sqrt{n}|\hat{f}_n(x, l) - \hat{f}_n(x, l')|}{\sigma_n(x, l)} \leq q\tilde{c}_n(\gamma_n) \right)
\]

\[
\leq P_f \left( \inf_{l \in \mathcal{L}_n^1} \sup_{x \in \mathcal{X}} \frac{\sqrt{n}|\hat{f}_n(x, l) - \hat{f}_n(x, l')|}{2\sigma^2 l^d / 2} \leq q\tilde{c}_n(\gamma_n) + Cn^{-c} \right)
\]

\[
\leq P_f \left( \sup_{l \in \mathcal{L}_n^1} \sup_{x \in \mathcal{X}} \frac{\sqrt{n}|B_n(x, l, l')|}{\sigma_n(x, l, l')} \geq \tilde{c}_n(\gamma_n) \right) + Cn^{-c} \leq Cn^{-c}
\]

where the second line follows from Lemmas F.2 and F.4, the third line from inequalities presented above, the and fourth line from Lemmas F.2, F.4, and F.6. This completes the proof of the lemma.  

**Lemma F.8.** There exist \(c, C > 0\) such that for all \(f \in \mathcal{F}\),

\[
\lambda_{2n} := P_f(\hat{l}_n \geq l_2^* + s) \leq Cn^{-c}.
\]

**Proof of Lemma F.8.** Define \(\mathcal{L}_n^2 := \{l \in \mathcal{L}_n : l \geq l_2^* + s\}\). If \(\mathcal{L}_n^2\) is empty, we are done. So assume that \(\mathcal{L}_n^2\) is not empty. Then for any \(l \in \mathcal{L}_n^2\), by Condition L2 and the triangle inequality,

\[
|\hat{f}_n(x, l) - \hat{f}_n(x, l_2^*)| \leq \sup_{x \in \mathcal{X}} |B_n(x, l_2^*, l)| + C_3 2^{-l_2^* t} + C_3 2^{-l_2^* t}.
\]

Further, for \(l \in \mathcal{L}_n^2\), it follows from (63) by construction of \(M_2\) that

\[
C_3 2^{-l_2^* t} \sqrt{n} \leq M_2 \tilde{c}_n(\gamma_n) \tilde{\sigma} 2^{l_d / 2} \leq 4^{-1} (q - 1) \tilde{c}_n(\gamma_n) \tilde{\sigma} 2^{l_d / 2},
\]

and similarly,

\[
C_3 2^{-l_2^* t} \sqrt{n} \leq M_2 \tilde{c}_n(\gamma_n) \tilde{\sigma} 2^{l_d / 2} \leq 4^{-1} (q - 1) \tilde{c}_n(\gamma_n) \tilde{\sigma} 2^{l_d / 2}
\]

since \(l > l_2^*\). Therefore,

\[
P_f(\hat{l}_n \in \mathcal{L}_n^2) \leq P_f \left( \sup_{l \in \mathcal{L}_n^2} \sup_{x \in \mathcal{X}} \frac{\sqrt{n}|\hat{f}_n(x, l) - \hat{f}_n(x, l_2^*)|}{\sigma_n(x, l_2^*, l)} > q\tilde{c}_n(\gamma_n) \right)
\]

\[
\leq P_f \left( \sup_{l \in \mathcal{L}_n^2} \sup_{x \in \mathcal{X}} \frac{\sqrt{n}|B_n(x, l_2^*, l)|}{\sigma_n(x, l_2^*, l)} > \tilde{c}_n(\gamma_n) \right) + Cn^{-c}
\]

\[
\leq P_f \left( \sup_{(x, l', l') \in \mathcal{V}_n(s)} \frac{\sqrt{n}|B_n(x, l, l')|}{\sigma_n(x, l, l')} > \tilde{c}_n(\gamma_n) \right) + Cn^{-c} \leq Cn^{-c}
\]
where the second line follows from inequalities presented above and Lemmas F.2 and F.4 and the third line from Lemma F.6. This completes the proof of the lemma.

Let $l_0^* := l_0'(f)$ be $l \in L_n$ satisfying (33), which exists by Condition L3. Now we can verify Condition H5:

**Lemma F.9.** Under our assumptions, Condition H5 is satisfied.

**Proof of Lemma F.9.** We claim that with probability at least $1 - \lambda_0 n$,

$$\sqrt{n}2^{-l_1^*(t+d/2)} \leq C \tilde{c}_n(\gamma_n). \tag{64}$$

Indeed, consider the event that

$$\tilde{c}_n(\gamma_n) \geq c\sqrt{\log n}.$$

By Lemma F.5, the probability of this event is at least $1 - \lambda_0 n$. On this event, if $l_1^* \geq l_0^*$, then

$$\sqrt{n}2^{-l_1^*(t+d/2)} \leq \sqrt{n}2^{-l_0^*(t+d/2)} \leq \sqrt{C_4 \log n} \leq C \tilde{c}_n(\gamma_n),$$

and if $l_1^* < l_0^*$, then

$$C_3 2^{-l_1^*} \sqrt{n} \leq M_1 \tilde{c}_n(\gamma_n) \sigma_2^2 t_1^* d/2,$$

so that (64) holds in both cases.

Hence, with probability at least $1 - \lambda_0 n - \lambda_{1n}$,

$$\Delta_{n,f}(\hat{l}_n) \leq \frac{\sqrt{n}C_3 2^{-l_1^*}}{\inf_{x \in \mathcal{X}} \sigma_{n,f}(x, \hat{l}_n)} \leq \sqrt{n}C_3 2^{-l_1^*} / (\sigma_2^2 t_1^* d/2) \tag{65}\leq C \sqrt{n}2^{-l_0^*(t+d/2)} \leq C \tilde{c}_n(\gamma_n), \tag{66}$$

where (65) follows from Condition L2 and Lemma F.2, and (66) from Lemma F.7, and (64). Since $\lambda_0 n + \lambda_{1n} \leq C n^{-c}$, Condition H5 follows because $c'_{1n} = u'_n \tilde{c}_n(\gamma_n)$ and $u'_n$ is sufficiently large ($u'_n \geq C(\mathcal{F})$).

Finally, to prove the theorem, we will use the following lemma:

**Lemma F.10.** There exist $c, C > 0$ such that

$$\lambda_{3n} := \sup_{f \in \mathcal{F}} P_f \left( \sup_{x \in \mathcal{X}} \hat{\sigma}_n(x, \hat{l}_n)^2 > C \left( \frac{\log n}{n} \right)^{-d/(2t+d)} \right) \leq C n^{-c}.$$
Proof of Lemma F.10. We claim that with probability at least $1 - \lambda_{0n}$,

$$2^{-(l_2^* - 1)(t + d/2)} \sqrt{n} \geq c \sqrt{\log n}.$$  \hfill (67)

Indeed, consider the event that

$$\overline{c}_n(\gamma_n) \geq c \sqrt{\log n}.$$  

By Lemma F.5, the probability of this event is at least $1 - \lambda_{0n}$. On this event, if $l_2^* - 1 \leq l_0^*$, then

$$\sqrt{n}2^{-(l_2^* - 1)(t + d/2)} \geq \sqrt{n}2^{-l_0^*(t + d/2)} \geq c_4 \log n,$$

and if $l_2^* - 1 > l_0^*$, then $l' = l_2^* - 1$ satisfies

$$\sqrt{n}2^{-(l' + d/2)} \geq \overline{c}_n(\gamma_n) \geq c \sqrt{\log n}.$$  

Therefore, (67) holds in both cases on this event. Hence, by Lemma F.8, with probability at least $1 - \lambda_{0n} - \lambda_{2n}$,

$$2^{-(l_n + d/2)} \sqrt{n} \geq c \sqrt{\log n}.$$  

Conclude that with probability at least $1 - \delta_{3n} - \lambda_{0n} - \lambda_{2n}$,

$$\sup_{x \in \mathcal{X}} \hat{\sigma}_n(x, \hat{l}_n) \leq (1 + \epsilon_{3n})^2 \sup_{x \in \mathcal{X}} \sigma_{n,f}(x, \hat{l}_n)^2 \leq C 2^{l_n^* + \epsilon_0 n} \leq C \left( \frac{\log n}{n} \right)^{-d/(2t + d)}.$$  

Since $\delta_{3n} + \lambda_{0n} + \lambda_{2n} \leq C n^{-c}$, the asserted claim follows. \hfill \blacksquare

We now finish the proof of the theorem. We have by now verified Conditions H1-H6. Since Conditions H1-H6 hold with Condition H6 being satisfied with $u_n \leq C u_n' \leq C \log n$, Theorem 3.1 applies, so that (15) from the main text holds. Further, by construction,

$$\sup_{x \in \mathcal{X}} \lambda(C_n(x)) = 2(\hat{c}_n(\alpha) + c_n) \sup_{x \in \mathcal{X}} \hat{\sigma}_n(x, \hat{l}_n)/\sqrt{n}.$$  

Therefore, combining Conditions H3 and H6 and Lemma F.10, we have

$$\sup_{f \in \mathcal{F}} P_f \left( \sup_{x \in \mathcal{X}} \lambda(C_n(x)) > C \overline{c}_n \frac{r_n(t(f))}{\sqrt{\log n}} \right) \leq \delta_{2n} + \delta_{5n} + \lambda_{3n},$$  \hfill (68)

where

$$\overline{c}_n := c_{n,f}(\alpha - \tau_n) + \epsilon_{2n} + u_n' \sqrt{\log n}.$$
Since $\tau_n$ and $\epsilon_{2n}$ are both bounded by $C_1 n^{-c_1}$ (Condition H3), there exists $n_2$ such that $\tau_n \leq \alpha/2$ and $\epsilon_{2n} \leq 1$ for $n \geq n_2$. For $n < n_2$, (36) from the main text holds by choosing sufficiently large $C$. Consider $n \geq n_2$. Then

$$c_{n,f}(\alpha - \tau_n) + \epsilon_{2n} \leq c_{n,f}(\alpha/2) + 1$$

By Lemma B.1, $c_{n,f}(\alpha/2) \leq \mathbb{E}[\|G_{n,f}\|_{V_n}] + \sqrt{2|\log(\alpha/2)|}$. By Condition H1, $\mathbb{E}[\|G_{n,f}\|_{V_n}]$ is bounded from below, and so $c_{n,f}(\alpha/2) + 1 \leq C\mathbb{E}[\|G_{n,f}\|_{V_n}]$. Further, $\mathbb{E}[\|G_{n,f}\|_{V_n}] \leq C_1 \sqrt{\log n}$ (Condition H1) gives

$$c_n \leq C(1 + u'_n)\sqrt{\log n}.$$ 

Substituting this expression into (68) yields (36) from the main text. This completes the proof of the theorem.

**APPENDIX G: PROOFS FOR APPENDIX A**

The proof of Theorem A.2 uses the following technical results.

**Theorem G.1.** Let $X$ and $Y$ be Gaussian random vectors in $\mathbb{R}^p$ with mean zero and covariance matrices $\Sigma^X$ and $\Sigma^Y$, respectively. Then for every $g \in C^2(\mathbb{R})$,

$$\left| \mathbb{E} \left[ g \left( \max_{1 \leq j \leq p} X_j \right) \right] - \mathbb{E} \left[ g \left( \max_{1 \leq j \leq p} Y_j \right) \right] \right| \leq \|g''\|_{\infty} \Delta/2 + 2\|g'\|_{\infty} \sqrt{2\Delta \log p},$$

where $\Delta = \max_{1 \leq j, k \leq p} |\Sigma^X_{j,k} - \Sigma^Y_{j,k}|$.

**Proof.** See Theorem 1 in [2].

**Theorem G.2.** Let $\mu$ and $\nu$ be Borel probability measures on $\mathbb{R}$. Let $\epsilon > 0$ and $\delta > 0$. Suppose that $\mu(A) \leq \nu(A^\delta) + \epsilon$ for every Borel subset $A$ of $\mathbb{R}$. Let $V$ be a random variable with distribution $\mu$. Then there is a random variable $W$ with distribution $\nu$ such that $\mathbb{P}(|V - W| > \delta) \leq \epsilon$.

**Proof.** See Lemma 4.1 in [1].

**Theorem G.3.** Let $\beta > 0$ and $\delta > 1/\beta$. For every Borel subset $B$ of $\mathbb{R}$, there is a smooth function $g : \mathbb{R} \to \mathbb{R}$ and absolute constant $A > 0$ such that $\|g'\|_{\infty} \leq \delta^{-1}$, $\|g''\|_{\infty} \leq A\beta \delta^{-1}$, and for all $t \in \mathbb{R}$

$$(1 - \epsilon)1_B(t) \leq g(t) \leq \epsilon + (1 - \epsilon)1_{B^\delta}(t),$$

where $\epsilon = \epsilon_{\beta,\delta}$ is given by

$$\epsilon = \sqrt{e^{-\alpha}(1 + \alpha)} < 1, \quad \alpha = \beta^2 \delta^2 - 1.$$
Proof. See Lemma 4.2 in [1].

We are now in position to prove Theorem A.2.

Proof of Theorem A.2. In this proof, $C$ is an absolute constant but its value can change at each appearance. Define $\mathcal{G} \cdot \mathcal{G} = \{g \cdot \tilde{g} : g, \tilde{g} \in \mathcal{G}\}$ and $(\mathcal{G} - \mathcal{G})^2 = \{(g - \tilde{g})^2 : g, \tilde{g} \in \mathcal{G}\}$. Lemma B.2 implies that $\mathcal{G} \cdot \mathcal{G}$ is VC($b^2, 2a, 2v$) type and $(\mathcal{G} - \mathcal{G})^2$ is VC($4b^2, 2a, 4v$) type function classes. In addition, $E[g^2] \leq b^2\sigma^2$ for all $g \in \mathcal{G} \cdot \mathcal{G}$ and $E|g|^2 \leq 16b^2\sigma^2$ for all $g \in (\mathcal{G} - \mathcal{G})^2$. Together with the assumed condition $b^2K_n \leq n\sigma^2$, this justifies an application of Talagrand’s inequality (Theorem B.1) with $t = \log n$, which gives

$$
\sup_{g \in \mathcal{G}} \left|E_n[g(x_i)] - E[g(X_1)]\right| \leq \sqrt{\frac{\sigma^2K_n}{n}} \geq 1 - \frac{1}{n}, \tag{69}
$$

$$
\sup_{g \in \mathcal{G} \cdot \mathcal{G}} \left|E_n[g(x_i)] - E[g(X_1)]\right| \leq \sqrt{\frac{b^2\sigma^2K_n}{n}} \geq 1 - \frac{1}{n}, \tag{70}
$$

$$
\sup_{g \in (\mathcal{G} - \mathcal{G})^2} \left|E_n[g(x_i)] - E[g(X_1)]\right| \leq \sqrt{\frac{b^2\sigma^2K_n}{n}} \geq 1 - \frac{1}{n}, \tag{71}
$$

Let $S_{n,0} \subset S^n$ be the intersection of events in (69)-(71). Then $P(X^n_1 \in S_{n,0}) \geq 1 - 3/n$.

Fix any $x^n_1 \in S_{n,0}$. Let $\tau = \sigma/(bn^{1/2})$, and let $\{g_1, \ldots, g_N\} \subset \mathcal{G}$ be a subset of elements of $\mathcal{G}$ such that for any $g \in \mathcal{G}$ there exists $j = j(g) \in \{1, \ldots, N\}$ such that $E[(g(X_1) - g_j(X_1))^2] \leq b^2\tau^2$. We can and will assume that $N \leq (a/\tau)^n$. Define

$$
W(x^n_1)(\tau) := \max_{1 \leq j \leq N} |\tilde{g}_n(x_1^n, \xi^n_1)(g_j)|,
$$

$$
W^0(\tau) := \max_{1 \leq j \leq N} |B(g_j)|.
$$

In addition, define $\tilde{W}^0 := \|B\|_\mathcal{G}$ and

$$
\mathcal{G}(\tau) := \{g - \tilde{g} : g, \tilde{g} \in \mathcal{G}, E[(g(X_1) - \tilde{g}(X_1))^2] \leq b^2\tau^2\}.
$$

Clearly, we have $|\tilde{W}_n(x^n_1) - W(x^n_1)(\tau)| \leq \|\tilde{G}_n(x^n_1, \xi^n_1)\|_{\mathcal{G}(\tau)}$ and $|\tilde{W}^0 - W^0(\tau)| \leq \|B\|_{\mathcal{G}(\tau)}$. The rest of the proof consists of 3 steps. Steps 1 and 2 provide bounds on $\|\tilde{G}_n(x^n_1, \xi^n_1)\|_{\mathcal{G}(\tau)}$ and $\|B\|_{\mathcal{G}(\tau)}$, respectively. Step 3 gives a coupling inequality and finishes the proof using a method for comparing $W(x^n_1)(\tau)$ and $W^0(\tau)$.
Step 1 (Bound on \( \| \hat{G}_n(x_1^n, \xi_1^n) \|_{G(r)} \)). Here we show that with probability at least \( 1 - 2/n \),

\[
\| \hat{G}_n(x_1^n, \xi_1^n) \|_{G(r)} \leq L \left\{ \sqrt{\frac{\sigma^2 K_n}{n}} + \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4} \right\} = L \psi_n
\]

for some absolute constant \( L \).

Note that

\[
\sup_{g \in G(r)} |E_n[g(x_i)^2] - (E_n[g(x_i)])^2| \leq \sup_{g \in G(r)} E_n[g(x_i)^2] =: D(\tau).
\]

Then \( D(\tau) \leq p_1 + p_2 \leq \sigma^2/n + \sqrt{b^2 \sigma^2 K_n/n} \) where

\[
p_1 := \sup_{g \in G(r)} E[g(X_1)^2] \leq b^2 \tau^2 = \sigma^2/n,
\]

\[
p_2 := \sup_{g \in G(r)} |E_n[g(x_i)^2] - E[g(X_1)^2]| \leq \sup_{g \in (G - G)^2} |E_n[g(x_i)] - E[g(X_1)]|.
\]

By the Borell-Sudakov-Tsirel’son inequality (see Theorem A.2.1 in [10]), with probability at least \( 1 - 2/n \),

\[
\| \hat{G}_n(x_1^n, \xi_1^n) \|_{G(r)} \leq E \left[ \| \hat{G}_n(x_1^n, \xi_1^n) \|_{G(r)} \right] + \sqrt{2D(\tau) \log n}.
\]

Further, \( E[\| \hat{G}_n(x_1^n, \xi_1^n) \|_{G(r)}] \leq C(r_1 + r_2) \) where

\[
r_1 := E \left[ \sup_{g \in G(r)} \left| \frac{1}{\sqrt{n}} \sum_{i=1}^n \xi_i g(x_i) \right| \right],
\]

\[
r_2 := \sup_{g \in G(r)} |E_n[g(x_i)]|.
\]

To bound \( r_1 \), let \( \varphi = \sigma/(bn^{1/2}) + (\sigma^2 K_n/(b^2 n))^{1/4} \). Note that \( \sqrt{D(\tau)/b} \leq \varphi \) and \( \varphi \leq 1 + (K_n/n)^{1/4} \leq 2 < a \). Hence, by Corollary 2.2.8 in [10],

\[
r_1 \leq Cb \int_0^\varphi \sqrt{\sup_\mathcal{Q} \log N(G, L_2(Q), b\varepsilon)} d\varepsilon \leq Cb \varphi \sqrt{\nu \log(a/\varphi)}
\]

\[
\leq \sqrt{K_n} \left( \frac{\sigma}{\sqrt{n}} + \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4} \right).
\]
To bound \( r_2 \), we have
\[
  r_2 \leq 2 \sup_{g \in \mathcal{G}} |\mathbb{E}[g(x_i)] - \mathbb{E}[g(X_1)]| + \max_{g \in \mathcal{G}(\tau)} \mathbb{E}[|g(X_1)|]
\]
\[
  \leq 2 \sqrt{\sigma^2 K_n/n} + b\tau \leq 3 \sqrt{\sigma^2 K_n/n}.
\]
Combining these inequalities gives the claim of step 1.

**Step 2 (Bound on \( \|B\|_{\mathcal{G}(\tau)} \)).** We show that with probability at least \( 1 - 2/n \),
\[
  \|B\|_{\mathcal{G}(\tau)} \leq \sqrt{\frac{\sigma^2 K_n}{n}} \leq \psi_n.
\]

By the Borell-Sudakov-Tsirel’son inequality, with probability at least \( 1 - 2/n \),
\[
  \|B\|_{\mathcal{G}(\tau)} \leq \mathbb{E}[\|B\|_{\mathcal{G}(\tau)}] + b\tau \sqrt{2\log n}.
\]

By Corollary 2.2.8 in [10],
\[
  \mathbb{E}[\|B\|_{\mathcal{G}(\tau)}] \leq Cb \int_0^\tau \sqrt{\frac{\sup \log N(\mathcal{G}, L_2(Q), b\varepsilon)}{n}} d\varepsilon \leq Cb \tau \sqrt{\nu \log (a/\tau)}.
\]

Substituting \( \tau = \sigma/(bn^{1/2}) \) into these inequalities gives the claim of step 2.

**Step 3 (Coupling Inequality).** This is the main step of the proof. Let \( \delta > 0 \) and \( \beta = 2\sqrt{\log n}/\delta \). Then
\[
  \varepsilon := \sqrt{e^{1 - \beta^2 \delta^2} \beta^2 \delta^2} \leq C/n.
\]

Take any Borel subset \( B \) of \( \mathbb{R} \) and apply Theorem G.3 to define a function \( f \) corresponding to the set \( B^{L_{\psi_n}} \), \( L_{\psi_n} \)-enlargement of the set \( B \), with chosen \( \beta \) and \( \delta \). We have for all \( t \in \mathbb{R} \),
\[
  (1 - \varepsilon)1_{B^{L_{\psi_n}}}(t) \leq f(t) \leq \varepsilon + (1 - \varepsilon)1_{B^{L_{\psi_n} + 3\delta}}(t).
\]
Further, since \( x_i^\theta \in S_{n,0} \),
\[
  \Delta := \max_{g_1, g_2 \in \mathcal{G}} |\Delta_{g_1, g_2}| \leq C \sqrt{\frac{b^2 \sigma^2 K_n}{n}},
\]
where
\[
  \Delta_{g_1, g_2} := (\mathbb{E}[g_1(x_i)g_2(x_i)] - \mathbb{E}[g_1(x_i)]\mathbb{E}[g_2(x_i)]) - (\mathbb{E}[g_1(X_1)g_2(X_1)] - \mathbb{E}[g_1(X_1)]\mathbb{E}[g_2(X_1)]).
\]
So, applying Theorem G.1 to $W(x_1^n)(\tau)$ and $W^0(\tau)$ with chosen $f$ gives

$$|E[f(W(x_1^n)(\tau))] - E[f(W^0(\tau))]| \leq \frac{C}{\delta^2} \sqrt{\frac{b^2 \sigma^2 K_n \log n}{n}} + \frac{C}{\delta} \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4}.$$  

We will assume that $b^2 \sigma^2 K_n^3 / (n \delta^3) \leq 1$ (otherwise, the bound claimed in the statement of the theorem is trivial). Then

$$|E[f(W(x_1^n)(\tau))] - E[f(W^0(\tau))]| \leq \frac{C}{\delta} \left( \frac{b^2 \sigma^2 K_n^3}{n} \right)^{1/4} \leq C\gamma_n(\delta).$$

Therefore,

$$E[1_B(\tilde{W}_n(x_1^n))] \leq E[1_B(W(x_1^n)(\tau))] + C/n$$

$$\leq E[f(W(x_1^n)(\tau))/(1 - \epsilon) + C/n$$

$$\leq E[f(W^0(\tau))/(1 - \epsilon) + C\gamma_n(\delta)$$

$$\leq E[1_B(W(x_1^n)(\tau)) + C\gamma_n(\delta)$$

$$\leq E[1_B(W(x_1^n)(\tau)) + C\gamma_n(\delta),$$

where $C$ is varying from line to line. The claim of the theorem follows by applying Theorem G.2.

**APPENDIX H: PROOFS OF LEMMAS B.1 AND B.2**

**Proof of Lemma B.1.** Pick any $\alpha \in (0, 1)$. Since $E[Y(t)^2] \leq 1$ for all $t \in T$, the Borel-Sudakov-Tsirel’son inequality (see Theorem A.2.1 in [10]) gives for all $r > 0$,

$$P(\|Y\|_T \geq E[\|Y\|_T] + r) \leq e^{-r^2/2}.$$  

Setting $r = \sqrt{2|\log \alpha|}$ gives

$$P(\|Y\|_T \geq E[\|Y\|_T] \pm \sqrt{2|\log \alpha|}) \leq \alpha.$$  

This implies that $c(\alpha) \leq E[\|Y\|_T] + \sqrt{2|\log \alpha|}$. The result with $M(\|Y\|_T)$ follows similarly because the Borel-Sudakov-Tsirel’son inequality also applies with $M(\|Y\|_T)$ replacing $E[\|Y\|_T]$.

**Proof of Lemma B.2.** Consider part (i). Clearly, for any $g \in G_1 \cdot G_2$, $\|g\|_S \leq b_1 b_2$. Further, for any finitely discrete probability measure $Q$ on
(S, S) and j = 1, 2, let gj1, . . . , gjNj be a set of functions from the class Gj such that for any gj ∈ Gj, there is some k(gj) such that

\[ E_Q[(g_j - g_{jk(g_j)})^2]^{1/2} \leq b_j \tau / 2. \]

By assumption, we can and will assume that \( N_j \leq (2a_j / \tau_j)^{v_j} \). Then the set \( \{g_{1k}g_{2l} : k = 1, \ldots, N_1; l = 1, \ldots, N_2 \} \) contains \( N_1N_2 \leq \left( \frac{2(a_1^{v_1}a_2^{v_2})^{1/(v_1+v_2)}}{\tau} \right)^{v_1+v_2} \) elements. At the same time,

\[ E_Q[(g_1g_2 - g_{1k(g_1)}g_{2k(g_2)})^2]^{1/2} \leq E_Q[g_1^2(g_2 - g_{2k(g_2)})^2]^{1/2} \]
\[ + E_Q[(g_1 - g_{1k(g_1)})^2g_{2k(g_2)}^2]^{1/2} \leq b_1b_2\tau / 2 + b_1b_2\tau / 2 = b_1b_2\tau. \]

The claim of part (i) follows. Parts (ii) and (iii) follow similarly.

**APPENDIX I: ON USE OF NON-WAVELET PROJECTION KERNELS**

In Section 3, we provided weak conditions for the construction of honest confidence bands in density estimation. In particular, we demonstrated that, as long as the bias can be controlled, our confidence bands are honest if assumptions of Theorem 3.2 hold. In this section, we verify these assumptions for Fourier and Legendre polynomial projection kernels. We show that these conditions hold under weak conditions on the number of series terms for Fourier projection kernel and under somewhat stronger conditions on the number of series terms for Legendre polynomial projection kernel.

**Fourier projection kernel.** Here we show that assumptions of Theorem 3.2 hold for Fourier projection kernel under weak conditions on the number of series terms. Assume that \( d = 1, \mathcal{X} = [-1, 1] \), and \( K_l(\cdot, \cdot) \) is the projection kernel function based on the Fourier basis as defined in (26) and (27). Assume in addition that the density \( f \) is supported on \( \mathcal{X} \), and is bounded from below and from above on \( \mathcal{X} \) uniformly over \( \mathcal{F} \). Finally, assume that \( \sup_{x \in \mathcal{X}} |E_f[K_l(X_1, x)] - f(x)| \leq C \) uniformly over \( f \in \mathcal{F} \) and \( l \in \mathcal{L}_n \) for some \( C > 0 \). The last assumption holds if \( \sup_{x \in \mathcal{X}} |E_f[K_l(X_1, x)] - f(x)| \to 0 \) as \( l \to \infty \) uniformly over \( f \in \mathcal{F} \) so that Fourier projection kernel estimator is asymptotically unbiased, which is necessary for consistency of the estimator. Then we obtain the following bounds.
First, since \( \varphi_1(x) = 1, \varphi_{j+1}(x) = \cos(\pi j x), j = 1, 2, \ldots \), we have

\[
(72) \quad cm \leq \sum_{j=1}^{m} \varphi_j(x)^2 \leq Cm,
\]

uniformly over all \( x \in [-1, 1] \) and \( m \geq 1 \) for some \( c, C > 0 \). The upper bound in (72) is trivial because \( |\cos(\pi j x)| \leq 1 \). To prove the lower bound, we have

\[
(73) \quad \sum_{j=1}^{m} \cos^2(\pi j x) = \frac{1}{2} \sum_{j=1}^{m} (1 + \cos(2\pi j x)) = \frac{m}{2} - \frac{1}{4} + \frac{1}{2} \left( \frac{1}{2} + \sum_{j=1}^{m} \cos(2\pi j x) \right),
\]

and the last term in (73) is bounded from below by some absolute constant yielding the lower bound in (72). Therefore, \( |K_l(y, x)| \leq C 2^l \), \( |E_f[K_l(X_1, x)]| \leq C \) and

\[
c 2^l \leq c \sum_{j=1}^{[2^l]} \varphi_j(x)^2 \leq E_f[K_l(X_1, x)^2] \leq C \sum_{j=1}^{[2^l]} \varphi_j(x)^2 \leq C 2^l,
\]

uniformly over \( f \in \mathcal{F}, l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \). This implies that \( c 2^l \leq \sigma_{n,f}(x, l)^2 \leq C 2^l \) uniformly over \( f \in \mathcal{F}, l \in \mathcal{L}_n \), and \( x \in \mathcal{X} \) and so \( \sigma_n \leq C \). Further, uniformly over \( x_1, x_2, y \in \mathcal{X} \),

\[
\begin{align*}
&\left| \sum_{j=1}^{[2^l]} \varphi_j(y)\varphi_j(x_1) - \sum_{j=1}^{[2^l]} \varphi_j(y)\varphi_j(x_2) \right| \\
&\leq \left( \sum_{j=1}^{[2^l]} (\varphi_j(x_1) - \varphi_j(x_2))^2 \right)^{1/2} \leq C 2^{l/2} |x_1 - x_2| \left( \sum_{j=1}^{[2^l]} j^2 \right)^{1/2} \\
&= C 2^l |x_1 - x_2|.
\end{align*}
\]

Therefore, it follows from Example 19.7 in [9] that the function class \( \{K_l(\cdot, x) : x \in \mathcal{X}\} \) is VC\((b_l, a_l, v_l)\) type class with \( b_l \leq C 2^l \), \( a_l \leq C 2^l \), and \( v_l \leq C \), and so Lemma B.2 implies that \( \mathcal{K}_{n,f} \) is VC\((b_n, a_n, v_n)\) type class with \( b_n \leq C 2^{l_{\text{max},n}/2} \), \( a_n \leq C 2^{l_{\text{max},n}} \), and \( v_n \leq C \) where \( l_{\text{max},n} = \sup\{\mathcal{L}_n\} \). Hence, the assumption that \( b_n^2 \sigma_n^4 K_n^4 / n \leq C 2n^{-c_2} \) becomes \( 2^{l_{\text{max},n}/2} (\log^4 n) / n \leq C 2n^{-c_2} \) (with possibly different \( c_2, C_2 \)) as long as \( l_{\text{max},n} \leq C \log n \) for some \( C > 0 \).
When \( d > 1 \) and \( \mathcal{X} = [-1, 1]^d \), a similar argument shows that the assumption that \( b_n^2 \sigma_n^4 K_n^4 / n \leq C_2 n^{-c_2} \) becomes \( 2^{2l_{\max,n,d}} (\log^4 n) / n \leq C_2 n^{-c_2} \) (with possibly different \( c_2, C_2 \)) as long as \( l_{\max,n} \leq C \log n \) for some \( C > 0 \).

**Legendre polynomial projection kernel.** Here we provide primitive conditions that suffice for assumptions of Theorem 3.2 in the case of Legendre polynomial projection kernel. Assume that \( d = 1 \), \( \mathcal{X} = [-1, 1] \), and \( K_1(\cdot, \cdot) \) is the projection kernel function based on the Legendre polynomial basis as defined in (26) and (28). Assume in addition that the density \( f \) is supported on \( \mathcal{X} \) and is bounded from above on \( \mathcal{X} \) uniformly over \( \mathcal{F} \). Further, assume that \( \sup_{x \in \mathcal{X}} \left| E_f[K_l(X_1, x)] - f(x) \right| \leq C \) uniformly over \( f \in \mathcal{F} \) and \( l \in L_n \) for some \( C > 0 \). See discussion of this assumption for the case of Fourier projection kernel above.

Note that when \( \phi_1(\cdot), \phi_2(\cdot), \ldots \) are Legendre polynomials, it is known that \( \sum_{j=1}^{K} \phi_j(x)^2 \leq CK^2 \) for some \( C > 0 \); see, for example, [8]. Therefore, under our assumptions, \( |K_l(y, x)| \leq C 2^{2l} \), \( |E_f[K_l(X_1, x)]| \leq C \), and \( E_f[K_l(X_1, x)^2] \leq C 2^{2l} \) uniformly over \( f \in \mathcal{F} \), \( l \in L_n \), and \( x \in \mathcal{X} \). Assume also that \( E_f[K_l(X_1, x)^2] \geq c_2 2^{2l} \) uniformly over \( f \in \mathcal{F} \), \( l \in L_n \), and \( x \in \mathcal{X} \). Given the upper bound on \( E_f[K_l(X_1, x)^2] \) above, the last assumption can be interpreted as that the variance of the kernel estimator is of the same order for all \( x \in \mathcal{X} \). These bounds imply that \( c_2 2^{2l} \leq \sigma_{n,f}(x, l)^2 \leq C 2^{2l} \) uniformly over \( f \in \mathcal{F} \), \( l \in L_n \), and \( x \in \mathcal{X} \) and so \( \sigma_n \leq C \). Further, the same argument as that applied in the case of Fourier series shows that \( \{K_l(x) : x \in \mathcal{X}\} \) is VC\((b_l, a_l, v_l)\) type class with \( b_l \leq C 2^{2l} \), \( a_l \leq C 2^{2l} \), and \( v_l \leq C \), and so Lemma B.2 implies that \( \mathcal{K}_{n,f} \) is VC\((b_n, a_n, v_n)\) type class with \( b_n \leq C 2^{2l_{\max,n}} \), \( a_n \leq C 2^{c_{\max,n}} \), and \( v_n \leq C \) where \( l_{\max,n} = \sup\{L_n\} \). Hence, the assumption that \( b_n^2 \sigma_n^4 K_n^4 / n \leq C_2 n^{-c_2} \) becomes \( 2^{2l_{\max,n}} (\log^4 n) / n \leq C_2 n^{-c_2} \) (with possibly different \( c_2 \) and \( C_2 \)) as long as \( l_{\max,n} \leq C \log n \) for some \( C > 0 \). When \( d > 1 \) and \( \mathcal{X} = [-1, 1]^d \), a similar argument shows that the assumption that \( b_n^2 \sigma_n^4 K_n^4 / n \leq C_2 n^{-c_2} \) becomes \( 2^{2l_{\max,n,d}} (\log^4 n) / n \leq C_2 n^{-c_2} \) (with possibly different \( c_2 \) and \( C_2 \)) as long as \( l_{\max,n} \leq C \log n \) for some \( C > 0 \).

**APPENDIX J: MONTE CARLO SIMULATION STUDY**

In this section, we provide results of a small scale simulation study. The main purpose of this simulation study is to calibrate parameters for our procedure of constructing honest and adaptive confidence bands considered in Section 4. We consider two design settings. In the first design, random variables \( X_1, \ldots, X_n \) are drawn from the distribution of \( 1.5N(0, 1) \), that is, the density \( f \) has the form \( f(x) = (1/1.5)\phi(x/1.5) \) for all \( x \in \mathbb{R} \) where \( \phi(x) \) is the pdf of standard normal distribution. In the second design, random
variables $X_1, \ldots, X_n$ are drawn from the mixture of normal distributions; specifically, the pdf of $X_i$'s is given by $f(x) = 0.5\phi(x-1.5) + 0.5\phi(x+1.5)$ for all $x \in \mathbb{R}$. The same distributions are considered, for example, in [6]. In all simulations, we set $n = 1000$ and we consider uniform confidence bands on the interval $(-3, +3)$. Also, we use the kernel function $K(x) = 0.75(1 - x^2)$ for $x \in (-1, +1)$ and $K(x) = 0$ otherwise, and we consider the confidence bands with level $\alpha = 0.10$. For our implementation of the Lepski estimator, we set $\gamma_n = 0.02$ and, depending on the experiment, we set $q$ in the range between 1.1 and 1.5. We choose the set of smoothing parameters $\mathcal{L}$ for the Lepski estimator so that the set of bandwidth values $\{2^{-l}, l \in \mathcal{L}\}$ is equal to $\{0.5, 0.7, 0.8, 0.9, 1.0, 1.2, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0\}$. We check that the Lepski estimator is not on the boundary of this set in most cases. Both $\hat{c}_n(\alpha)$ and $\tilde{c}_n(\gamma_n)$ are based on the Gaussian Multiplier bootstrap procedure described in Algorithms 1 and 2 with the number of bootstrap samples $B = 500$. Finally, depending on the experiment, we set $u'_n$ in the range between 0.5 and 1.0. For each experiment, the results are based on 500 simulations.

The results of the simulation study are presented in Tables 1 and 2. Table 1 contains information on coverage probability, and Table 2 gives the average value over 500 simulations of the average length of the confidence bands over the interval $(-3, +3)$. From these tables, we conclude that the parameter values $q = 1.1$ and $u'_n = 0.5$ strike a good balance between control of the coverage probability and the average length of the confidence bands. Also, it seems that setting $q = 1.1$ and $u = 1.0$ should be a rather safe choice from the point of view of coverage probability control in many settings. However, as a cautionary remark, we note that empirical researchers should always test out different values of $q$ and $u'_n$ in Monte Carlo examples that mimic the data at hand.

Finally, to get an idea how our confidence bands with the proposed values of the parameters ($q = 1.1$ and $u'_n = 0.5$) look in practice, we draw confidence bands with this choice of values of the parameters for 4 simulated data sets as well as true density functions in Figure 1. Two of the data sets are based on the normal density and the other two are based on the mixture of normal densities. In all data sets, we have $n = 1000$. Both for the case of the normal density and for the case of the mixture of normal densities, these data sets are the first two used in the simulations behind Tables 1 and 2. Overall, we conclude that the confidence bands follow the shape of the true density functions.
Table 1
Results of Monte Carlo experiments for coverage probability.

<table>
<thead>
<tr>
<th>Density</th>
<th>$u'_n$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.89</td>
<td>0.84</td>
</tr>
<tr>
<td>0.6</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>0.7</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>mixture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.93</td>
<td>0.83</td>
</tr>
<tr>
<td>0.6</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>0.7</td>
<td>0.95</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.564</td>
<td>0.060</td>
</tr>
<tr>
<td>0.6</td>
<td>0.069</td>
<td>0.065</td>
</tr>
<tr>
<td>0.7</td>
<td>0.074</td>
<td>0.070</td>
</tr>
<tr>
<td>mixture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.076</td>
<td>0.072</td>
</tr>
<tr>
<td>0.6</td>
<td>0.082</td>
<td>0.078</td>
</tr>
<tr>
<td>0.7</td>
<td>0.088</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.093</td>
<td>0.089</td>
</tr>
<tr>
<td>0.6</td>
<td>0.100</td>
<td>0.095</td>
</tr>
<tr>
<td>0.7</td>
<td>0.105</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Table 2
Results of Monte Carlo experiments for average length of confidence bands.

<table>
<thead>
<tr>
<th>Density</th>
<th>$u'_n$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.076</td>
<td>0.072</td>
</tr>
<tr>
<td>0.6</td>
<td>0.082</td>
<td>0.078</td>
</tr>
<tr>
<td>0.7</td>
<td>0.088</td>
<td>0.084</td>
</tr>
<tr>
<td>mixture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.093</td>
<td>0.089</td>
</tr>
<tr>
<td>0.6</td>
<td>0.100</td>
<td>0.095</td>
</tr>
<tr>
<td>0.7</td>
<td>0.105</td>
<td>0.100</td>
</tr>
</tbody>
</table>
Fig 1. Confidence bands with the proposed values of the parameters in 4 simulated data sets. In two data sets, denoted “normal density”, $X_i$’s have the density $f(x) = (1/1.5)\phi(x/1.5)$, and in the other two, denoted “mixed normal density”, $X_i$’s have the density $f(x) = 0.5\phi(x-1.5) + 0.5\phi(x+1.5)$. Nominal coverage probability is 0.9 ($\alpha = 0.1$). Continuous line is the true density function; dashed lines are confidence bands.
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