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This paper develops a new direct approach to approximating
suprema of general empirical processes by a sequence of suprema
of Gaussian processes, without taking the route of approximating
whole empirical processes in the sup-norm. We prove an abstract
approximation theorem applicable to a wide variety of statistical
problems, such as construction of uniform confidence bands for func-
tions. Notably, the bound in the main approximation theorem is non-
asymptotic and the theorem does not require uniform boundedness of
the class of functions. The proof of the approximation theorem builds
on a new coupling inequality for maxima of sums of random vectors,
the proof of which depends on an e↵ective use of Stein’s method for
normal approximation, and some new empirical process techniques.
We study applications of this approximation theorem to local and se-
ries empirical processes arising in nonparametric estimation via kernel
and series methods, where the classes of functions change with the
sample size and are non-Donsker. Importantly, our new technique is
able to prove the Gaussian approximation for the supremum type
statistics under weak regularity conditions, especially concerning the
bandwidth and the number of series functions, in those examples.

1. Introduction. This paper is concerned with the problem of approxi-
mating suprema of empirical processes by a sequence of suprema of Gaussian
processes. To formulate the problem, let X

1

, . . . , X
n

be i.i.d. random vari-
ables taking values in a measurable space (S,S) with common distribution
P . Suppose that there is a sequence F

n

of classes of measurable functions
S ! R, and consider the empirical process indexed by F

n

:

G
n

f =
1p
n

n

X

i=1

(f(X
i

)� E[f(X
1

)]), f 2 F
n

.
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2 CHERNOZHUKOV CHETVERIKOV KATO

For a moment, we implicitly assume that each F
n

is “nice” enough and post-
pone the measurability issue. This paper tackles the problem of approximat-
ing Z

n

= sup
f2Fn

G
n

f by a sequence of random variables eZ
n

equal in dis-
tribution to sup

f2Fn
B

n

f , where each B
n

is a centered Gaussian process in-
dexed by F

n

with covariance function E[B
n

(f)B
n

(g)] = Cov(f(X
1

), g(X
1

))
for all f, g 2 F

n

. We look for conditions under which there exists a sequence
of such random variables eZ

n

with

(1) |Z
n

� eZ
n

| = OP(rn),

where r
n

! 0 as n ! 1 is a sequence of constants. These results have
immediate statistical implications; see Remark 2.5 and Section 3 ahead.

The study of asymptotic and non-asymptotic behaviors of the supremum
of the empirical process is one of the central issues in probability theory, and
dates back to the classical work of [34]. The (tractable) distributional ap-
proximation of the supremum of the empirical process is of particular impor-
tance in mathematical statistics. A leading example is uniform inference in
nonparametric estimation, such as construction of uniform confidence bands
and specification testing in nonparametric density and regression estimation
where critical values are given by quantiles of supremum type statistics [see,
e.g., 2, 37, 51, 29, 28, 12]. Another interesting example appears in econo-
metrics where there is an interest in estimating a parameter that is given as
the extremum of an unknown function such as a conditional mean function.
[14] proposed a precision-corrected estimate for such a parameter. In con-
struction of their estimate, approximation of quantiles of a supremum type
statistic is needed, to which the Gaussian approximation plays a crucial role.

A related but di↵erent problem is that of approximating whole empirical
processes by a sequence of Gaussian processes in the sup-norm. This problem
is more di�cult than (1). Indeed, (1) is implied if there exists a sequence of
versions of B

n

(which we denote by the same symbol B
n

) such that

(2) kG
n

�B
n

k
Fn := sup

f2Fn

|(G
n

�B
n

)f | = OP(rn).

There is a large literature on the latter problem (2). Notably, Komlós et
al. [36] (henceforth, abbreviated as KMT) proved that kG

n

� B
n

k
F

=
O

a.s.

(n�1/2 log n) for S = [0, 1], P = uniform distribution on [0, 1], and F =
{1

[0,t]

: t 2 [0, 1]}. See [42] and [5] for refinements of KMT’s result. [43],
[35] and [51] developed extensions of the KMT construction to more general
classes of functions.

The KMT construction is a powerful tool in addressing the problem (2),
but when applied to general empirical processes, it typically requires strong
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conditions on classes of functions and distributions. For example, Rio [51] re-
quired that F

n

are uniformly bounded classes of functions having uniformly
bounded variations on S = [0, 1]d, and P has a continuous and positive
Lebesgue density on [0, 1]d. Such conditions are essential to the KMT con-
struction since it depends crucially on the Haar approximation and binomial
coupling inequalities of Tusnády. Note that [35] directly made an assumption
on the accuracy of the Haar approximation of the class of functions, but still
required similar side conditions to [51] in concrete applications; see Section
11 in [35]. [20], [1] and [53] considered the problem of Gaussian approxi-
mation of general empirical processes with di↵erent approaches and thereby
without such side conditions. [20] used a finite approximation of a (possibly
uncountably) infinite class of functions and apply a coupling inequality of
[60] to the discretized empirical process (more precisely, [20] used a version
of Yurinskii’s inequality proved by [18]). [1] and [53], on the other hand, used
a coupling inequality of [61] instead of Yurinskii’s and some recent empirical
process techniques such as Talagrand’s [56] concentration inequality, which
leads to refinements of Dudley and Philipp’s results in some cases. However,
the rates that [18], [1] and [53] established do not lead to tight conditions
for the Gaussian approximation in non-Donsker cases, with important ex-
amples being the suprema of empirical processes arising in nonparametric
estimation, namely the suprema of local and series empirical processes (see
Section 3 for detailed treatment).

We develop here a new direct approach to the problem (1), without tak-
ing the route of approximating the whole empirical process in the sup-norm
and with di↵erent technical tools than those used in the aforementioned
papers (especially the approach taken does not rely on the Haar expansion
and hence di↵ers from the KMT type approximation). We prove an abstract
approximation theorem (Theorem 2.1) that leads to results of type (1) in
several situations. The proof of the approximation theorem builds on a num-
ber of technical tools that are of interest in their own rights: notably, 1) a
new coupling inequality for maxima of sums of random vectors (Theorem
4.1), where Stein’s method for normal approximation (building here on [7]
and originally due to [54, 55]) plays an important role (see also [50, 44, 9]); 2)
a deviation inequality for suprema of empirical processes that only requires
finite moments of envelope functions (Theorem 5.1), due essentially to the
recent work of [4], complemented with a new “local” maximal inequality for
the expectation of suprema of empirical processes that extends the work of
[59] (Theorem 5.2). We study applications of this approximation theorem
to local and series empirical processes arising in nonparametric estimation
via kernel and series methods, and demonstrate that our new technique is
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able to provide the Gaussian approximation for the supremum type statis-
tics under weak regularity conditions, especially concerning the bandwidth
and the number of series functions, in those examples.

It is instructive to briefly summarize here the key features of the main
approximation theorem. First, the theorem establishes a non-asymptotic
bound between Z

n

and its Gaussian analogue eZ
n

. The theorem requires
each F

n

to be pre-Gaussian (i.e., assuming the existence of a version of
B

n

that is a tight Gaussian random variable in `1(F
n

); see below for the
notation), but allows for the case where the “complexity” of F

n

increases
with n, which places the function classes outside any fixed Donsker class;
moreover, neither the process G

n

nor the supremum statistic Z
n

need to be
weakly convergent as n ! 1 (even after suitable normalization). Second,
the bound in Theorem 2.1 is able to exploit the “local” properties of the class
of functions, thereby, when applied to, say, the supremum deviation of kernel
type statistics, it leads to tight conditions on the bandwidth for the Gaussian
approximation (see the discussion after Theorem 2.1 for details about these
features). Note that our bound does not rely on “smoothness” of F

n

— in
contrast, in [51], the bound on the Gaussian approximation for empirical
processes depends on the total variation norm of functions. This feature is
helpful in deriving good conditions on the number of series functions for
the Gaussian approximation of the supremum deviation of projection type
statistics treated in Section 3.2 since, for example, the total variation norm
is typically large or di�cult to control well for such examples. Finally, the
theorem only requires finite moments of the envelope function, which should
be contrasted with [35, 51, 1, 53] where the classes of functions studied are
assumed to be uniformly bounded. Hence the theorem is readily applicable
to a wide class of statistical problems to which the previous results are not,
at least immediately. We note here that although the bounds we derive are
not the sharpest possible in some examples, they are better than previously
available bounds in other examples, and are also of interest because of their
wide applicability. In fact the results of this paper are already applied in our
companion paper [10] and the paper [8] by other authors.

To the best of our knowledge, [48] is the only previous work that consid-
ered the problem of directly approximating the distribution of the supremum
of the empirical process by that of the corresponding Gaussian process. How-
ever, they only cover the case where the class of functions is independent of
n and Donsker as the constant C in their master Theorem 2 is dependent
on F (and how C depends on F is not specified), and their condition (1.4)
essentially excludes the case where the “complexity” of F grows with n,
which means that their results are not applicable to the statistical problems
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considered in this paper (see Remark 2.5 or Lemma A.1 ahead). Moreover,
their approach is significantly di↵erent from ours.

In this paper, we substantially rely on modern empirical process theory.
For general references on empirical process theory, we refer to [39, 58, 19, 3].
Section 9.5 of [19] has excellent historical remarks on the Gaussian approx-
imation of empirical processes. For textbook treatments of Yurinskii’s and
KMT’s couplings, we refer to [16] and Chapter 10 in [49].

1.1. Organization. In Section 2, we present the main approximation the-
orem (Theorem 2.1). We give a proof of Theorem 2.1 in Section 6. In Section
3, we study applications of Theorem 2.1 to local and series empirical pro-
cesses arising in nonparametric estimation. Sections 4 and 5 are devoted to
developing some technical tools needed to prove Theorem 2.1 and its sup-
porting Lemma 2.2. In Section 4, we prove a new coupling inequality for
maxima of sums of random vectors, and in Section 5, we present some in-
equalities for empirical processes. We put some additional technical proofs,
some examples, and additional results in the Appendices. Due to the page
limitation, all the Appendices are placed in the Supplemental Material [13].

1.2. Notation. Let (⌦,A,P) denote the underlying probability space. We
assume that the probability space (⌦,A,P) is rich enough, in the sense
that there exists a uniform random variable on (0, 1) defined on (⌦,A,P)
independent of the sample. For a real-valued random variable ⇠, let k⇠k

q

=

(E[|⇠|q])1/q, 1  q < 1. For two random variables ⇠ and ⌘, we write ⇠
d

= ⌘
if they have the same distribution.

For any probability measure Q on a measurable space (S,S), we use the
notation Qf :=

R

fdQ. Let Lp(Q), p � 1, denote the space of all measurable
functions f : S ! R such that kfk

Q,p

:= (Q|f |p)1/p < 1. We also use
the notation kfk

1

:= sup
x2S

|f(x)|. Denote by e
Q

the L2(Q)-semimetric:
e
Q

(f, g) = kf � gk
Q,2

, f, g 2 L2(Q).
For an arbitrary set T , let `1(T ) denote the space of all bounded functions

T ! R, equipped with the uniform norm kfk
T

:= sup
t2T

|f(t)|. We endow
`1(T ) with the Borel �-field induced from the norm topology. A random
variable in `1(T ) refers to a Borel measurable map from ⌦ to `1(T ). For
" > 0, an "-net of a semimetric space (T, d) is a subset T

"

of T such that
for every t 2 T there exists a point t

"

2 T
"

with d(t, t
"

) < ". The "-covering
number N(T, d, ") of T is the infimum of the cardinality of "-nets of T ,
that is, N(T, d, ") := inf{Card(T

"

) : T
"

is an "-net of T} (formally define
N(T, d, 0) := lim

"#0

N(T, d, "), where the right limit, possibly being infinite,
exists as the map " 7! N(T, d, ") is non-increasing). For a subset A of a
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semimetric space (T, d), let A� denote the �-enlargement of A, that is, A� =
{x 2 T : d(x,A)  �} where d(x,A) = inf

y2A

d(x, y).
The standard Euclidean norm is denoted by | · |. The transpose of a vector

x is denoted by xT . We write a . b if there exists a universal constant
C > 0 such that a  Cb. Unless otherwise stated, c, C > 0 denote universal
constants of which the values may change from place to place. For a, b 2 R,
we use the notation a _ b = max{a, b} and a

+

= a _ 0.
Finally, for a sequence {z

i

}n
i=1

, we write E
n

[z
i

] = n�1

P

n

i=1

z
i

, that is, E
n

abbreviates the symbol n�1

P

n

i=1

. For example, E
n

[f(X
i

)] = n�1

P

n

i=1

f(X
i

).

2. Abstract approximation theorem. Let X
1

, . . . , X
n

be i.i.d. ran-
dom variables taking values in a measurable space (S,S) with common dis-
tribution P . In all what follows, we assume n � 3. Let F be a class of mea-
surable functions S ! R. Here we assume that the class F is P -centered,
that is, Pf = 0, 8f 2 F . This does not lose generality since otherwise we
may replace F by {f � Pf : f 2 F}. Denote by F a measurable envelope
of F , that is, F is a non-negative measurable function S ! R such that
F (x) � sup

f2F

|f(x)|, 8x 2 S.
In this section the sample size n is fixed, and hence the possible depen-

dence of F and F (and other quantities) on n is dropped.
We make the following assumptions.

(A1) The class F is pointwise measurable, that is, it contains a countable
subset G such that for every f 2 F there exists a sequence g

m

2 G
with g

m

(x) ! f(x) for every x 2 S.
(A2) For some q � 2, F 2 Lq(P ).
(A3) The class F is P -pre-Gaussian, that is, there exists a tight Gaussian

random variable G
P

in `1(F) with mean zero and covariance function

E[G
P

(f)G
P

(g)] = P (fg) = E[f(X
1

)g(X
1

)], 8f, g 2 F .

Assumption (A1) is made to avoid measurability complications. See Sec-
tion 2.3.1 of [58] for further discussion. This assumption ensures that, for
example, sup

f2F

G
n

f = sup
f2G

G
n

f , and hence the former supremum is a
measurable map from ⌦ to R. Note that by Example 1.5.10 in [58], assump-
tion (A3) implies that F is totally bounded for e

P

, and G
P

has sample paths
almost surely uniformly e

P

-continuous.
To state the main result, we prepare some notation. For " > 0, define

F
"

= {f � g : f, g 2 F , e
P

(f, g) < "kFk
P,2

}. Note that by Theorem 3.1.1
in [19], under assumption (A3), one can extend G

P

to the linear hull of F
in such a way that G

P

has linear sample paths (recall that the linear hull
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of F is defined as the collection of functions of the form
P

m

j=1

↵
j

f
j

where
↵
j

2 R, f
j

2 F , j = 1, . . . ,m). With this in mind, let

(3) �
n

(") = E[kG
n

k
F" ] _ E[kG

P

k
F" ].

For the notational convenience, let us write

(4) H
n

(") = log(N(F , e
P

, "kFk
P,2

) _ n).

Note that since F is totally bounded for e
P

(because of assumption (A3)),
H

n

(") is finite for every 0 < "  1. Moreover, write M = max
1in

F (X
i

)
and F · F = {fg : f 2 F , g 2 F}. The following is the main theorem of this
paper. The proof of the theorem will be given in Section 6.

Theorem 2.1 (Gaussian approximation to suprema of empirical pro-
cesses). Suppose that assumptions (A1), (A2) with q � 3, and (A3) are
satisfied. Let Z = sup

f2F

G
n

f . Let  > 0 be any positive constant such that
3 � E[kE

n

[|f(X
i

)|3]k
F

]. Then for every " 2 (0, 1] and � 2 (0, 1), there

exists a random variable eZ
d

= sup
f2F

G
P

f such that

P
n

|Z � eZ| > K(q)�
n

(", �)
o

 � {1 + �
n

(", �)}+ C log n

n
,

where K(q) > 0 is a constant that depends only on q, and

�
n

(", �) := �
n

(") + ��1/q"kFk
P,2

+ n�1/2��1/qkMk
q

+ n�1/2��2/qkMk
2

+ n�1/4��1/2(E[kG
n

k
F·F

])1/2H1/2

n

(") + n�1/6��1/3H2/3

n

(").

�
n

(", �) :=
1

4
P{(F/)31(F/ > c��1/3n1/3H

n

(")�1/3)}.

At this point, Theorem 2.1 might seem abstract but in fact it has wide
applicability. We provide a general discussion of key features of the theorem
in Remark 2.3 below after we present bounds on the main terms in the
theorem.

Recall that we have extended G
P

to the linear hull of F in such a way
that G

P

has linear sample paths. Hence

kG
n

k
F

= sup
f2F[(�F)

G
n

f, kG
P

k
F

= sup
f2F[(�F)

G
P

f,

where �F := {�f : f 2 F}, from which one can readily deduce the following
corollary. Henceforth we only deal with sup

f2F

G
n

f .
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Corollary 2.1. The conclusion of Theorem 2.1 continues to hold with

Z replaced by Z = kG
n

k
F

, eZ replaced by eZ
d

= kG
P

k
F

, and with di↵erent
constants K(q) and C where K(q) depends only on q and C is universal.

Theorem 2.1 is useful only if there are suitable bounds on the following
triple of terms, appearing in its statement:

(5) �
n

("), E[kE
n

[|f(X
i

)|3]k
F

] and E[kG
n

k
F·F

].

To bound these terms, the entropy method or the more general generic
chaining method [57] are useful. We will derive bounds on these terms using
the entropy method since typically it leads to readily computable bounds.
However, we leave the option of bounding the terms in (5) by other means,
e.g., the generic chaining method (in some applications the latter is known
to give sharper bounds than the entropy approach).

Consider, as in [58, p.239], the (uniform) entropy integral

J(�) = J(�,F , F ) =

Z

�

0

sup
Q

q

1 + logN(F , e
Q

, "kFk
Q,2

)d",

where the supremum is taken over all finitely discrete probability measures
on (S,S); see [58], Sections 2.6 and 2.10.3, and [19], Chapter 4, for examples
where the uniform entropy integral can be suitably bounded. We assume the
integral is finite:

(A4) J(1,F , F ) < 1.

Remark 2.1. In applications F and F (and even S) may change with
n, that is, F = F

n

and F = F
n

. In that case, assumption (A4) is inter-
preted as J(1,F

n

, F
n

) < 1 for each n, but it does allow for the case where
J(1,F

n

, F
n

) ! 1 as n ! 1. ⌅

We first note the following (standard) fact.

Lemma 2.1. Assumptions (A2) and (A4) imply assumption (A3).

For the sake of completeness, we verify this lemma in the Supplemental
Material [13]. The following lemma provides bounds on the quantities in (5).
Its proof is given in the Supplemental Material [13].

Lemma 2.2 (Entropy-based bounds on the triple (5)). Suppose that as-
sumptions (A1), (A2) and (A4) are satisfied. Then for " 2 (0, 1],

�
n

(") . J(")kFk
P,2

+ n�1/2"�2J2(")kMk
2

.



GAUSSIAN APPROXIMATION OF SUPREMA 9

Moreover, suppose that assumption (A2) is satisfied with q � 4, and for k =
3, 4, let �

k

2 (0, 1] be any positive constant such that �
k

� sup
f2F

kfk
P,k

/kFk
P,k

.
Then

E[kE
n

[|f(X
i

)|3]k
F

]� sup
f2F

P |f |3

. n�1/2kMk3/2
3

"

J(�3/2
3

,F , F )kFk3/2
P,3

+
kMk3/2

3

J2(�3/2
3

,F , F )p
n�3

3

#

,

E[kG
n

k
F·F

] . J(�2
4

,F , F )kFk2
P,4

+
kMk2

4

J2(�2
4

,F , F )p
n�4

4

.

Remark 2.2 (On the usefulness of the above bounds). The bounds
above are designed to handle cases when the suprema of weak moments,
P |f |3 and Pf4, are much smaller than the moments of the envelope func-
tion, which is the case for all the examples studied in Section 3 where all
the proofs for the results in that section follow from application of Theorem
2.1 combined with Lemma 2.2. ⌅

Remark 2.3 (Key features of Theorem 2.1). Before going to the
applications, we discuss the key features of Theorem 2.1. First, Theorem
2.1 does not require uniform boundedness of F , and requires only finite mo-
ments of the envelope function. This should be contrasted with the fact that
many papers working on the Gaussian approximation of empirical processes
in the sup-norm, such as [35, 51, 1, 53], required that classes of functions
are uniformly bounded. There are, however, many statistical applications
where uniform boundedness of the class of functions is too restrictive, and
the generality of Theorem 2.1 in this direction will turn out to be useful
— a typical example of such an application is the problem of performing
inference on a nonparametric regression function with unbounded noise us-
ing kernel and series estimation methods. One drawback is that �, which
in applications we take as � = �

n

! 0, is typically at most O(n�1/2), and
hence Theorem 2.1 generally gives only “in probability bounds” rather than
“almost sure bounds” (though in some cases, it is possible to derive “almost
sure bounds” from this theorem; see, in particular, Appendix C of the Sup-
plemental Material). The second feature of Theorem 2.1 is that it is able to
exploit the “local” properties of the class of functions F . By Lemma 2.2,
typically, we may take 3 ⇡ sup

f2F

P |f |3 and E[kG
n

k
F·F

] ⇡ sup
f2F

p

Pf4

(up to logarithmic in n factors). In some applications, for example, nonpara-
metric kernel and series estimations considered in the next section, the class
F = F

n

changes with n and sup
f2Fn

kfk
P,k

/kF
n

k
P,k

with k = 3, 4 decrease
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to 0 where F
n

is an envelope function of F
n

. The bound in Theorem 2.1 (with
help of Lemma 2.2) e↵ectively exploits this information and leads to tight
conditions on, say, the bandwidth and the number of series functions for the
Gaussian approximation; roughly the theorem gives bounds on the approx-
imation error of the form (nhd

n

)�1/6 for kernel estimation and (K
n

/n)�1/6

for series estimation (up to logarithmic in n factors), where h
n

! 0 is the
bandwidth and K

n

! 1 is the number of series functions. This feature will
be clear from the proofs for the applications in the following section. ⌅

Remark 2.4 (An application to VC type classes). Although applications
of the general results in this section are not restricted to cases with bounded
envelopes (and we indeed treat examples with unbounded envelopes in Sec-
tion 3; see Propositions 3.2 and 3.3-(ii) ahead), combination of Theorem
2.1 and Lemma 2.2 will lead to a simple bound for VC type classes with
bounded envelopes. We state this special case for the reader’s convenience.
Recall the definition of VC type classes:

Definition 2.1 (VC type class). Let F be a class of measurable func-
tions on a measurable space (S,S), to which a measurable envelope F is
attached. We say that F is VC type with envelope F if there are constants
A, v > 0 such that sup

Q

N(F , e
Q

, "kFk
Q,2

)  (A/")v for all 0 < "  1,
where the supremum is taken over all finitely discrete probability measures
on (S,S).

The definition of VC class itself allows F to be unbounded. Note that VC
type class is a wider concept than VC subgraph class (see [58], Chapter 2.6
for its definition), as long as an envelope exists. The VC type property is
“stable” under summation, product, or more generally Lipschitz-type trans-
formations, for which it is much easier to check whether a function class
is VC type; see Lemma A.6 in the Supplemental Material [13] (the above
discussion applies to general cases where envelopes are possibly unbounded).

We have the following corollary of Theorem 2.1.

Corollary 2.2. Suppose that assumption (A1) is satisfied. In addi-
tion, suppose that the class F is VC type with a bounded envelope F and
constants A � e and v � 1. Let Z = sup

f2F

G
n

f , and let � be such that
sup

f2F

E[f(X
1

)2]  �2  kFk2
1

. Then for every � 2 (0, 1), there exists a
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random variable eZ
d

= sup
f2F

G
P

f such that

P
(

|Z � eZ| > kFk
1

K
n

(�n)1/2
+

(kFk
1

�)1/2K3/4

n

�1/2n1/4

+
kFk1/3

1

�2/3K2/3

n

�1/3n1/6

)

 C

✓

� +
log n

n

◆

,

where K
n

= cv(log n _ log(AkFk
1

/�)).

The proof of this corollary can be found in [12] (using our Theorem 2.1
and its supporting Lemma 2.2). ⌅

Remark 2.5 (Gaussian approximation in the Kolmogorov distance). The-
orem 2.1 combined with Lemma 2.2 can be used to show that the result (1)
holds for some sequence of constants r

n

! 0 (subject to some conditions;
possible rates of r

n

are problem-specific). In statistical applications, how-
ever, one is typically interested in the result of the form (here we follow the
notation used in Section 1)

(6) sup
t2R

|P(Z
n

 t)� P( eZ
n

 t)| = o(1), n ! 1.

That is, the approximation of the distribution of Z
n

by that of eZ
n

in the
Kolmogorov distance is required (recall that the Kolmogorov distance be-
tween the distributions of two random variables ⇠

1

and ⇠
2

is defined by
sup

t2R |P(⇠
1

 t)�P(⇠
2

 t)|). To derive (6) from (1), we invoke the follow-
ing lemma.

Lemma 2.3 (Gaussian approximation in Kolmogorov distance: non-asymp-
totic result). Consider the setting described in the beginning of this section.
Suppose that assumptions (A1)-(A3) are satisfied, and that there exist con-
stants �, �̄ > 0 such that �2  Pf2  �̄2 for all f 2 F . Moreover, suppose

that there exist constants r
1

, r
2

> 0 and a random variable eZ
d

= sup
f2F

G
P

f

such that P{|Z � eZ| > r
1

}  r
2

. Then

sup
t2R

|P(Z  t)� P( eZ  t)|  C
�

r
1

n

E[ eZ] +
p

1 _ log(�/r
1

)
o

+ r
2

,

where C
�

is a constant depending only on � and �̄.

It is now not di�cult to give conditions to deduce (6) from (1). Formally,
we state the following lemma.
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Lemma 2.4 (Gaussian approximation in Kolmogorov distance: asymptotic
result). Suppose that there exists a sequence of (P -centered) classes F

n

of
measurable functions S ! R satisfying assumptions (A1)-(A3) with F = F

n

for each n, and that there exist constants �, �̄ > 0 (independent of n) such
that �2  Pf2  �̄2 for all f 2 F

n

. Let Z
n

= sup
f2Fn

G
n

f , and denote
by B

n

a tight Gaussian random variable in `1(F
n

) with mean zero and
covariance function E[B

n

(f)B
n

(g)] = P (fg) for all f, g 2 F
n

. Moreover,

suppose that there exist a sequence of random variables eZ
n

d

= sup
f2Fn

B
n

f

and a sequence of constants r
n

! 0 such that |Z
n

� eZ
n

| = OP(rn) and
r
n

E[ eZ
n

] = o(1) as n ! 1. Then as n ! 1, sup
t2R |P(Z

n

 t) � P( eZ
n


t)| = o(1).

Note here that we allow the case where E[ eZ
n

] ! 1. In the examples
handled in the following section, typically, we have E[ eZ

n

] = O(
p
log n). ⌅

3. Applications. This section studies applications of Theorem 2.1, and
its supporting Lemma 2.2, to local and series empirical processes arising in
nonparametric estimation via kernel and series methods. In both examples,
the classes of functions change with the sample size n and the corresponding
processes G

n

do not have tight limits. Hence regularity conditions for the
Gaussian approximation for the suprema will be of interest. All the proofs in
this section, and motivating examples for series empirical processes treated
in Section 3.2, are gathered in the Supplemental Material [13].

3.1. Local empirical processes. This section applies Theorem 2.1 to the
supremum deviation of kernel type statistics. Let (Y

1

, X
1

), . . . , (Y
n

, X
n

) be
i.i.d. random variables taking values in the product space Y ⇥ Rd, where
(Y,A

Y

) is an arbitrary measurable space. Suppose that there is a class G
of measurable functions Y ! R. Let k(·) be a kernel function on Rd. By
“kernel function”, we simply mean that k(·) is integrable with respect to
the Lebesgue measure on Rd and its integral on Rd is normalized to be 1,
but we do not assume k(·) to be non-negative, that is, higher order kernels
are allowed. Let h

n

be a sequence of positive constants such that h
n

! 0
as n ! 1, and let I be an arbitrary Borel subset of Rd. Consider the
kernel-type statistics

(7) S
n

(x, g) =
1

nhd
n

n

X

i=1

g(Y
i

)k(h�1

n

(X
i

� x)), (x, g) 2 I ⇥ G.

Typically, under suitable regularity conditions, S
n

(x, g) will be a consistent
estimator of E[g(Y

1

) | X
1

= x]p(x), where p(·) denotes a Lebesgue density
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of the distribution of X
1

(assuming its existence). For example, when g ⌘ 1,
S
n

(x, g) will be a consistent estimator of p(x); when Y = R and g(y) = y,
S
n

(x, g) will be a consistent estimator of E[Y
1

| X
1

= x]p(x); and when
Y = R and g(·) = 1(·  y), y 2 R, S

n

(x, g) will be a consistent estimator of
P(Y

1

 y | X
1

= x)p(x). In statistical applications, it is often of interest to
approximate the distribution of the following quantity:

(8) W
n

= sup
(x,g)2I⇥G

c
n

(x, g)
q

nhd
n

(S
n

(x, g)� E[S
n

(x, g)]),

where c
n

(x, g) is a suitable normalizing constant. A typical choice of c
n

(x, g)
would be such that Var(

p

nhd
n

S
n

(x, g)) = c
n

(x, g)�2 + o(1). Limit theorems
for W

n

are developed in [2, 37, 17, 51, 21, 41], among others.
[21] called the process g 7!

p

nhd
n

(S
n

(x, g) � E[S
n

(x, g)]) a “local” em-
pirical process at x (the original definition of the local empirical process
in [21] is slightly more general in that h

n

is replaced by a sequence of bi-
measurable functions). With a slight abuse of terminology, we also call the
process (x, g) 7!

p

nhd
n

(S
n

(x, g)� E[S
n

(x, g)]) a local empirical process.
We consider the problem of approximating W

n

by a sequence of suprema
of Gaussian processes. For each n � 1, let B

n

be a centered Gaussian process
indexed by I ⇥ G with covariance function

(9) E[B
n

(x, g)B
n

(x̌, ǧ)]

= h�d

n

c
n

(x, g)c
n

(x̌, ǧ) Cov[g(Y
1

)k(h�1

n

(X
1

� x)), ǧ(Y
1

)k(h�1

n

(X
1

� x̌))].

It is expected that under suitable regularity conditions, there is a sequence
fW

n

of random variables such that fW
n

d

= sup
(x,g)2I⇥G

B
n

(x, g) and as n !
1, |W

n

�fW
n

| P! 0. We shall argue the validity of this approximation with
explicit rates.

We make the following assumptions.

(B1) G is a pointwise measurable class of functions Y ! R uniformly
bounded by a constant b > 0, and is VC type with envelope ⌘ b.

(B2) k(·) is a bounded and continuous kernel function on Rd, and such that
the class of functions K = {t 7! k(ht+ x) : h > 0, x 2 Rd} is VC type
with envelope ⌘ kkk

1

.
(B3) The distribution of X

1

has a bounded Lebesgue density p(·) on Rd.
(B4) h

n

! 0 and log(1/h
n

) = O(log n) as n ! 1.
(B5) C

I⇥G

:= sup
n�1

sup
(x,g)2I⇥G

|c
n

(x, g)| < 1. Moreover, for every fixed
n � 1 and for every (x

m

, g
m

) 2 I⇥G with x
m

! x 2 I and g
m

! g 2 G
pointwise, c

n

(x
m

, g
m

) ! c
n

(x, g).
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We note that [47] and especially [26, 27] give general su�cient conditions
under which K is VC type.

We first assume that G is uniformly bounded, which will be relaxed later.

Proposition 3.1 (Gaussian approximation to suprema of local empirical
processes: bounded case). Suppose that assumptions (B1)-(B5) are satis-
fied. Then for every n � 1, there is a tight Gaussian random variable B

n

in `1(I ⇥ G) with mean zero and covariance function (9), and there is a

sequence fW
n

of random variables such that fW
n

d

= sup
(x,g)2I⇥G

B
n

(x, g) and
as n ! 1,

|W
n

�fW
n

| = OP{(nhd
n

)�1/6 log n+ (nhd
n

)�1/4 log5/4 n+ (nhd
n

)�1/2 log3/2 n}.

Even when G is not uniformly bounded, a version of Proposition 3.1 con-
tinues to hold provided that suitable restrictions on the moments of the
envelope of G are assumed. Instead of assumption (B1), we make the follow-
ing assumption.

(B1)0 G is a pointwise measurable class of functions Y ! R with mea-
surable envelope G such that E[Gq(Y

1

)] < 1 for some q � 4 and
sup

x2Rd E[G4(Y
1

) | X
1

= x] < 1. Moreover, G is VC type with enve-
lope G.

Then we have the following proposition.

Proposition 3.2 (Gaussian approximation to suprema of local empirical
processes: unbounded case). Suppose that assumptions (B1)0 and (B2)-
(B5) are satisfied. Then the conclusion of Proposition 3.1 continues to hold,
except for that the speed of approximation is

OP{(nhd
n

)�1/6 log n+ (nhd
n

)�1/4 log5/4 n+ (n1�2/qhd
n

)�1/2 log3/2 n}.

Remark 3.1 (Discussion and comparison to other results). It is instruc-
tive to compare Propositions 3.1 and 3.2 with implications of Theorem 1.1
of Rio [51], which is a very sharp result on the Gaussian approximation (in
the sup-norm) of general empirical processes indexed by uniformly bounded
VC type classes of functions having locally uniformly bounded variation.

1. Rio’s [51] Theorem 1.1 is not applicable to the case where the envelope
function G is not bounded. Hence Proposition 3.2 is not covered by [51].
Indeed, we are not aware of any previous result that leads to the conclusion
of Proposition 3.2, at least in this generality. For example, [37] considered the
Gaussian approximation of W

n

in the case where Y = R and g(y) = y, but
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also assumed that the support of Y
1

is bounded. [21] proved in their Theorem
1.1 a weak convergence result for local empirical processes, which, combined
with the Skorohod representation and Lemma 4.1 ahead, implies a Gaussian
approximation result for W

n

even when G is not uniformly bounded (but
without explicit rates); however, their Theorem 1.1 (and also Theorem 1.2) is
tied with the single value of x, that is, x is fixed, since both theorems assume
that the “localized” probability measure, localized at a given x, converges
(in a suitable sense) to a fixed probability measure (see assumption (F.ii) in
[21]). The same comment applies to [22]. In contrast, our results apply to
the case where the supremum is taken over an uncountable set of values of x,
which is relevant to statistical applications such as construction of uniform
confidence bands.

2. In the special case of kernel density estimation (i.e., g ⌘ 1), Rio’s The-

orem 1.1 implies (subject to some regularity conditions) that |W
n

� fW
n

| =
O

a.s.

{(nhd
n

)�1/(2d)

p
log n+ (nhd

n

)�1/2 log n} for d � 2 (the d = 1 case is for-
mally excluded from [51] but Giné and Nickl showed that the same bound
can be obtained for d = 1 case [the proof of Proposition 5 in 28]). Hence
Rio-Giné-Nickl’s error rates are better than ours when d = 1, 2, 3, but ours
are better when d � 4 (aside from the di↵erence between “in probability”
and almost sure bounds). Another approach to couplings of kernel density
estimators is proposed in Neumann [45] where the distribution of W

n

is cou-
pled to the distribution of the smoothed bootstrap, which is then coupled
to the distribution of the empirical bootstrap. Neumann’s Theorem 3.2 im-
plies that one can construct a sequence X

1

, . . . , X
n

, its copy X
1

, . . . , X
n

,
and empirical bootstrap sample X⇤

1

, . . . , X⇤

n

from X
1

, . . . , X
n

so that if we
define W ⇤

n

by (7) and (8) with X
1

, . . . , X
n

replaced by X⇤

1

, . . . , X⇤

n

, then
|W

n

�W ⇤

n

| = OP((nhd)�1/(2+d)(log n)(4+d)/(2(2+d))). Thus Neumann’s error
rates of (empirical bootstrap) approximation are better than our error rates
of (Gaussian) approximation when d  4 but ours are better when d � 5.
Also we note that Neumann’s approach requires similar side conditions as
those of Rio’s approach, is tied with kernel density estimation and not as
general as ours.

3. Consider, as a second example, kernel regression estimation (that is,
Y = R and g(y) = y). In order to formally apply Rio’s Theorem 1.1 to
this example, we need to assume that, for example, (Y

1

, X
1

) is generated
in such a way that (Y

1

, X
1

) = (h(U,X
1

), X
1

) where the joint distribution
of (U,X

1

) has support [0, 1]d+1 with continuous and positive Lebesgue den-
sity on [0, 1]d+1, and h is a function [0, 1]d+1 ! R which is bounded and of
bounded variation [for example, let F�1

Y1|X1
(· | x) denote the quantile function

of the conditional distribution of Y
1

given X
1

= x and take U uniformly dis-
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tributed on (0, 1) independent of X
1

; then (Y
1

, X
1

)
d

= (F�1

Y1|X1
(U | X

1

), X
1

),

but for the above condition to be met, we need to assume that F�1

Y1|X1
(u | x)

is (bounded and) of bounded variation as a function of u and x, which is
not a typical assumption in estimation of the conditional mean]. Subject to
such side conditions, Rio’s Theorem 1.1 leads to the following error rate:
|W

n

�fW
n

| = O
a.s.

{(nd/(d+1)hd
n

)�1/(2d)

p
log n+(nhd

n

)�1/2 log n}. See, for ex-
ample, [14], Theorem 8. In contrast, Propositions 3.1 and 3.2 do not require
such side conditions. Moreover, aside from the di↵erence between “in prob-
ability” and almost sure bounds, as long as h

n

= O(n�a) for some a > 0,
our error rates are always better when d � 2. When d = 1, our rate is better
as long as nh4

n

/ logc n ! 0 (and vice versa) where c > 0 is some constant. ⌅

Remark 3.2 (Converting coupling to convergence in Kolmogorov dis-
tance). By Remark 2.5, we can convert the results in Propositions 3.1 and
3.2 into convergence of the Kolmogorov distance between the distributions
of W

n

and its Gaussian analogue fW
n

. In fact, under either the assumptions
of Proposition 3.1 or 3.2, by Dudley’s inequality for Gaussian processes [58,

Corollary 2.2.8], it is not di�cult to deduce that E[fW
n

] = O(
p
log n). Hence

if moreover there exists a constant � > 0 (independent of n) such that
Var(c

n

(x, g)
p

nhd
n

S
n

(x, g)) � �2 for all (x, g) 2 I ⇥ G (giving primitive reg-
ularity conditions for this assumption is a standard task; note also that under
either the assumptions of Proposition 3.1 or 3.2, Var(c

n

(x, g)
p

nhd
n

S
n

(x, g))
is bounded from above uniformly in (x, g) 2 I ⇥ G), we have

|W
n

�fW
n

| = oP(log
�1/2 n) ) sup

t2R
|P(W

n

 t)� P(fW
n

 t)| = o(1).

Note that |W
n

� fW
n

| = oP(log
�1/2 n) (i) if nhd

n

/ logc n ! 1 under the
assumptions of Proposition 3.1, and (ii) if n(1�2/q)hd

n

/ logc n ! 1 under
the assumptions of Proposition 3.2, where c > 0 is some constant. These
conditions on the bandwidth h

n

are mild, and interestingly they essentially
coincide with the conditions on the bandwidth used in establishing exact
rates of uniform strong consistency of kernel type estimators in [23, 24]. ⌅

Remark 3.3 (Constructing under-smoothed uniform bands). The re-
sults in Propositions 3.1 and 3.2 are useful for constructing one- and two-
sided uniform confidence bands for various nonparametric functions, such
as density and conditional mean, estimated via kernel methods. For con-
creteness, consider a kernel density estimator bS

n

(x) = S
n

(x, g) defined in

(7) with g ⌘ 1. Let �
n

(x) =
q

Var(bS
n

(x)), and define W
n

as in (8) with

c
n

(x, g) = 1/(�
n

(x)
p

nhd
n

). Also define C
n

(x) = [bS
n

(x) � c(↵)�
n

(x),1)
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where c(↵) is a constant specified later with ↵ 2 (0, 1) a confidence level.
Assume that the bandwidth h

n

is chosen in such a way that

(10) sup
x2I

|E[bS
n

(x)]� p(x)|
�
n

(x)
= o(log�1/2 n).

Conditions like (10) are typically referred to as under-smoothing [see 28,
p.1130 for related discussion]. Then

P(p(x) 2 C
n

(x), 8x 2 I)  P(W
n

 c(↵) + o(log�1/2 n))

= P(fW
n

 c(↵) + o(log�1/2 n)) + o(1) = P(fW
n

 c(↵)) + o(1),(11)

and likewise P(p(x) 2 C
n

(x), 8x 2 I) � P(fW
n

 c(↵)) � o(1), under the

conditions specified in Remark 3.2 where fW
n

is defined in Proposition 3.1.
Here the last equality in (11) follows from the anti-concentration inequality
for Gaussian processes (see Lemma A.1 in the Supplemental Material [13])

together with the fact that E[fW
n

] = O(
p
log n). Hence C

n

(·) is a one-sided
uniform confidence band of level ↵ if we set c(↵) to be the (1� ↵)-quantile

of the distribution of fW
n

, which in turn can be estimated via a bootstrap
procedure; see our companion paper [12]. Another way is to use a bound

on the (1 � ↵)-quantile of fW
n

using sharp deviation inequalities available
to Gaussian processes, which leads to analytic construction of confidence
bands; see, for example, [14] for this approach. In some applications, the
distribution of the approximating Gaussian process is completely known,
and in that case the distribution of fW

n

can be simulated via a direct Monte
Carlo method; see [52] for such examples. Finally, we mention that there
are alternative, yet more conservative, approaches on construction of con-
fidence bands based on non-asymptotic concentration inequalities (and not
on Gaussian approximation); see [40] and [33]. ⌅

3.2. Series empirical processes. Here we consider the following problem.
Let (⌘

1

, X
1

), . . . , (⌘
n

, X
n

) be i.i.d. random variables taking values in the
product space E ⇥ Rd, where (E ,A

E

) is an arbitrary measurable space.
Suppose that the support of X

1

is normalized to be [0, 1]d, and for each
K � 1, there are K basis functions  

K,1

, . . . , 
K,K

defined on [0, 1]d. Let
 K(x) = ( 

K,1

(x), . . . , 
K,K

(x))T . Examples of such basis functions are
Fourier series, splines, Cohen-Daubechies-Vial (CDV) wavelet bases [15],
Hermite polynomials and so on. Let K

n

be a sequence of positive constants
such that K

n

! 1 as n ! 1. Let G be a class of measurable functions
E ! R such that E[g2(⌘

1

)] < 1 and E[g(⌘
1

) | X
1

] = 0 a.s. for all g 2 G, and
let I be an arbitrary Borel measurable subset of [0, 1]d. Suppose that there
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are sequences of K
n

⇥K
n

matrices A
1n

(g) and A
2n

(g) indexed by g 2 G. We
assume that s

min

(A
2n

(g)) > 0 for all g 2 G. In what follows, we let s
min

(A)
and s

max

(A) denote the minimum and maximum singular values of a matrix
A, respectively. Consider the following empirical process:

S
n

(x, g) =
 Kn(x)TA

1n

(g)T

|A
2n

(g) Kn(x)|

"

1p
n

n

X

i=1

g(⌘
i

) Kn(X
i

)

#

, x 2 I, g 2 G,

which we shall call the “series empirical process” (we shall formally follow
the convention 0/0 = 0). The problem here is the Gaussian approximation
of the supremum of this series empirical process:

W
n

:= sup
(x,g)2I⇥G

S
n

(x, g).

We address this problem in what follows. The study of distributional ap-
proximation of this statistic is motivated by inference problems for functions
using series (or sieve) estimation. See Examples B.1 and B.2 in the Sup-
plemental Material [13] for concrete examples, coming from nonparametric
conditional mean and quantile estimation using the series method. These
examples explain and motivate various forms of S

n

arising in mathematical
statistics.

Returning to the general setting, let B
n

be a centered Gaussian process
indexed by I ⇥ G with covariance function

E[B
n

(x, g)B
n

(x̌, ǧ)]

= ↵
n

(x, g)TE[g(⌘
1

)ǧ(⌘
1

) Kn(X
1

) Kn(X
1

)T ]↵
n

(x̌, ǧ),(12)

where ↵
n

(x, g) = A
1n

(g) Kn(x)/|A
2n

(g) Kn(x)|. It is expected that under

suitable regularity conditions, there is a sequence fW
n

of random variables

such that fW
n

d

= sup
(x,g)2I⇥G

B
n

(x, g) and as n ! 1, |W
n

� fW
n

| P! 0. We
shall establish the validity of this approximation with explicit rates.

We make the following assumptions.

(C1) G is a pointwise measurable VC type class of functions E ! R with
measurable envelope G such that E[g2(⌘

1

)] < 1 and E[g(⌘
1

) | X
1

] = 0
a.s. for all g 2 G.

(C2) There exist some constants c
1

, C
1

> 0 such that s
max

(A
2n

(g))  C
1

and s
min

(A
2n

(g)) � c
1

for all g 2 G and n � 1.
(C3) b

n

:= sup
x2[0,1]

d | Kn(x)| _ 1 < 1 and there exists a constant C
2

>

0 such that s
max

(E[ Kn(X
1

) Kn(X
1

)T ])  C
2

for all n � 1. The



GAUSSIAN APPROXIMATION OF SUPREMA 19

map (x, g) 7! A
1n

(g) Kn(x)/|A
2n

(g) Kn(x)| =: ↵
n

(x, g) is Lipschitz
continuous with Lipschitz constant  L

n

(� 1) in the following sense:

|↵
n

(x, g)� ↵
n

(x̌, ǧ)|  L
n

{|x� x̌|+ (E[(g(⌘
1

)� ǧ(⌘
1

))2])1/2},
8x, x̌ 2 [0, 1]d, 8g, ǧ 2 G.(13)

Here b
n

and L
n

are allowed to diverge as n ! 1.
(C4) log b

n

= O(log n) and logL
n

= O(log n) as n ! 1.

For many commonly used basis functions such as Fourier series, splines
and CDV wavelet bases, b

n

= O(
p
K

n

) as n ! 1; see, for example, [31] and
[46]. The Lipschitz condition (13) is satisfied if inf

x2[0,1]

d | Kn(x)| � c
2

> 0,

| Kn(x) �  Kn(x̌)|  L
1n

|x � x̌|, and kA
1n

(g) � A
1n

(ǧ)k
op

_ kA
2n

(g) �
A

2n

(ǧ)k
op

 L
2n

(E[(g(⌘
1

) � ǧ(⌘
1

))2])1/2, where c
2

> 0 is a fixed constant
and L

1n

, L
2n

are sequences of constants possibly divergent as n ! 1 (kAk
op

denotes the operator norm of a matrix A). Then (13) is satisfied with L
n

=
O(L

1n

_ L
2n

). Assumption (C4) states mild growth restrictions on K
n

and
L
n

and is usually satisfied.

Proposition 3.3 (Gaussian approximation to suprema of series empirical
processes). Suppose that assumptions (C1)-(C4) are satisfied. Moreover,
suppose either (i) G is bounded (i.e., kGk

1

< 1), or (ii) E[Gq(⌘
1

)] < 1
for some q � 4 and sup

x2[0,1]

d E[G4(⌘
1

) | X
1

= x] < 1. Then for every
n � 1, there is a tight Gaussian random variable B

n

in `1(I ⇥ G) with

mean zero and covariance function (12), and there exists a sequence fW
n

of

random variables such that fW
n

d

= sup
(x,g)2I⇥G

B
n

(x, g) and as n ! 1,

|W
n

�fW
n

|

=

(

OP{n�1/6b1/3
n

log n+ n�1/4b1/2
n

log5/4 n+ n�1/2b
n

log3/2 n}, (i),

OP{n�1/6b1/3
n

log n+ n�1/4b1/2
n

log5/4 n+ n�1/2+1/qb
n

log3/2 n}, (ii).

Remark 3.4 (Discussion and comparisons with other approximations).
Proposition 3.3 is a new result, and its principal attractive feature is the
weak requirement on the number of series functions K

n

(recall that, for
example, for Fourier series, splines, and CDV wavelet bases, we have b

n

=
O(

p
K

n

)). Another approach to deduce a result similar to Proposition 3.3
is to apply Yurinskii’s coupling (see Theorem 4.2 ahead) to random vectors
g(⌘

i

) Kn(X
i

), which, however, requires a rather stringent restriction on K
n

,

namely K5

n

/n ! 0, for ensuring |W
n

� fW
n

| P! 0 even in the simplest case
where E = R and g(⌘) = ⌘. See, for example, [14], Theorem 7. Moreover, the
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use of Rio’s [51] Theorem 1.1 here is not e↵ective since the total variation
bound is large or di�cult to control well in this example, which results in
restrictive conditions on K

n

(also Rio’s [51] Theorem 1.1 does not cover case
(ii) where G may not be bounded). ⌅

Remark 3.5 (Converting coupling to convergence in Kolmogorov dis-
tance). As before, we can convert the results in Proposition 3.3 into con-
vergence of the Kolmogorov distance between the distributions of W

n

and
its Gaussian analogue fW

n

. Suppose that b
n

= O(
p
K

n

). By Dudley’s in-
equality for Gaussian processes [58, Corollary 2.2.8], it is not di�cult to

deduce that E[fW
n

] = O(
p
log n) under the assumptions of Proposition 3.3.

Hence if moreover there exists a constant � > 0 (independent of n) such
that Var(S

n

(x, g)) � �2 for all (x, g) 2 I ⇥ G, by Lemma 2.4, we have

|W
n

�fW
n

| = oP(log
�1/2 n) ) sup

t2R
|P(W

n

 t)� P(fW
n

 t)| = o(1).

Note that |W
n

� fW
n

| = oP(log
�1/2 n) if K

n

(log n)c/n ! 0 in case (i) and
if K

n

(log n)c/n1�2/q ! 0 in case (ii), where c > 0 is some constant. These
requirements on K

n

are mild, in view of the fact that at least K
n

/n ! 0 is
needed for consistency (in the L2-norm) of the series estimator [see 32]. ⌅

Remark 3.6 (Constructing under-smoothed uniform confidence bands).
Results in Proposition 3.3 can be used for constructing one- and two-sided
uniform confidence bands for various nonparametric functions, such as den-
sity, conditional mean, and conditional quantile, estimated via series meth-
ods following the same arguments as those described in Remark 3.3 above.
⌅

4. A coupling inequality for maxima of sums of random vectors.
The main ingredient in the proof of Theorem 2.1 is a new coupling inequality
for maxima of sums of random vectors, which is stated below.

Theorem 4.1 (A coupling inequality for maxima of sums of random vec-
tors). Let X

1

, . . . , X
n

be independent random vectors in Rp with mean zero
and finite absolute third moments, that is, E[X

ij

] = 0 and E[|X
ij

|3] < 1 for
all 1  i  n and 1  j  p. Consider the statistic Z = max

1jp

P

n

i=1

X
ij

.
Let Y

1

, . . . , Y
n

be independent random vectors in Rp with Y
i

⇠ N(0,E[X
i

XT

i

]),
1  i  n. Then for every � > 0 and � > 1/�, there exists a random variable

eZ
d

= max
1jp

P

n

i=1

Y
ij

such that

P(|Z � eZ| > 2��1 log p+ 3�)  "+ C���1{B
1

+ �(B
2

+B
3

)}
1� "

,
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where " = "
�,�

is given by

(14) " =
p

e�↵(1 + ↵) < 1, ↵ = �2�2 � 1 > 0,

and

B
1

= E
"

max
1j,kp

|
n

X

i=1

(X
ij

X
ik

� E[X
ij

X
ik

])|
#

,

B
2

= E
"

max
1jp

n

X

i=1

|X
ij

|3
#

,

B
3

=
n

X

i=1

E


max
1jp

|X
ij

|3 · 1
✓

max
1jp

|X
ij

| > ��1/2

◆�

.

A di↵erent, though related, Gaussian approximation inequality was ob-
tained in Theorem 2.1 of [11] with di↵erent techniques. We have chosen
to present a new theorem here because 1) it is based on the Stein’s ex-
changeable pairs technique, which is well understood in the literature, and
our theorem might be helpful for deriving further results in the future; 2)
applying Theorem 2.1 of [11] here would require solving a complicated op-
timization problem to find the best bound for the coupling problem; and 3)
our new theorem does not require truncating normal random vectors, allow-
ing us to avoid an additional layer of complication in the final application
to empirical processes.

The following corollary is useful for many applications. Recall n � 3.

Corollary 4.1 (An applied coupling inequality for maxima of sums of
random vectors). Consider the same setup as in Theorem 4.1. Then for

every � > 0, there exists a random variable eZ
d

= max
1jp

P

n

i=1

Y
ij

such
that

(15) P(|Z� eZ| > 16�) . ��2{B
1

+��1(B
2

+B
4

) log(p_n)} log(p_n)+ log n

n
,

where B
1

and B
2

are as in Theorem 4.1, and

B
4

=
n

X

i=1

E


max
1jp

|X
ij

|3 · 1
✓

max
1jp

|X
ij

| > �/ log(p _ n)

◆�

.

Proof of Corollary 4.1. In Theorem 4.1, take � = 2��1 log(p _ n).
Then ↵ = �2�2 � 1 = 4 log2(p _ n)� 1 � 2 log(p _ n) (recall n � 3 > e), so
that "  2 log(p _ n)/(p _ n)  2n�1 log n. This completes the proof. ⌅
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Theorem 4.1 is a coupling inequality similar in nature to Yurinskii’s [60]
coupling for sums of random vectors (as opposed to the maxima of such
vectors as in the current theorem). Before proving Theorem 4.1, let us first
recall Yurinskii’s coupling inequality.

Theorem 4.2 (Yurinskii’s coupling for sums of random vectors; [60]; see
also [38]). Consider the same setup as in Theorem 4.1. Let S

n

=
P

n

i=1

X
i

.

Then for every � > 0, there exists a random vector T
n

d

=
P

n

i=1

Y
i

such that

P(|S
n

� T
n

| > 3�) . B
0

✓

1 +
| log(1/B

0

)|
p

◆

,

where B
0

= p��3

P

n

i=1

E[|X
i

|3].

For the proof, see [49], Section 10.4. Because of the general fact that
max

1jn

|x
j

|  |x| for x 2 Rp, one has

| max
1jp

(S
n

)
j

� max
1jn

(T
n

)
j

|  max
1jp

|(S
n

� T
n

)
j

|  |S
n

� T
n

|.

Hence if we take eZ = max
1jp

(T
n

)
j

,

(16) P(|Z � eZ| > 3�) . B
0

✓

1 +
| log(1/B

0

)|
p

◆

.

Unfortunately, when p is large, the right side needs not be small. This is
because B

0

is proportional to
P

n

i=1

E[|X
i

|3] and this quantity may be larger
than what we want.

To better understand the di↵erence between (15) and (16), consider the
situation where p is indexed by n and p = p

n

! 1 as n ! 1. More-
over, consider the simple case where X

ij

= x
ij

/
p
n and |x

ij

|  b (x
ij

are

random; b is a fixed constant). Then B
1

= O(n�1/2 log1/2 p
n

), B
2

+ B
4

=
O(n�1/2). The former estimate is deduced from the fact that, using the
symmetrization and the maximal inequality for Rademacher averages con-
ditional on X

1

, . . . , X
n

[use 58, Lemmas 2.2.2 and 2.2.7], one has B
1

.
p

log(1 + p)E[max
1jp

(
P

n

i=1

X4

ij

)1/2]. On the other hand, p
n

P

n

i=1

|X
i

|3 =
O(n�1/2p5/2

n

). Therefore, to make |Z � eZ| P! 0, the former (15) allows p
n

to
be of an exponential order (p

n

can be as large as log p
n

= o(n1/4); hence,
for example, p

n

can be of order en
↵
for 0 < ↵ < 1/4), while the latter (16)

restricts p
n

to be p
n

= o(n1/5). Note that, under the exponential moment
condition, instead of Yurinskii’s coupling, we can use Zaitsev’s coupling in-
equality [61, Theorem 1.1] but it still requires p

n

= o(n1/5) to deduce that

|Z � eZ| P! 0 (although by using Zaitsev’s coupling, we indeed have an ex-
ponential type inequality for |Z � eZ|).
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Remark 4.1 (Connection to Theorem 2.1). The importance of Theorem
4.1 in the context of the proof of Theorem 2.1 is described as follows. In the
proof of Theorem 2.1, we make a finite approximation of F by a minimal
"kFk

P,2

-net of (F , e
P

) and apply Theorem 4.1 to the “discretized” empirical
process; hence in this application, p = N(F , e

P

, "kFk
P,2

). The fact that The-
orem 4.1 allows for “large” p means that a “finer” discretization is possible,
and as a result, the bound in Theorem 2.1 depends on the covering number
N(F , e

P

, "kFk
P,2

) only through its logarithm: logN(F , e
P

, "kFk
P,2

). ⌅

We will use a version of Strassen’s theorem to prove Theorem 4.1. We
state it for the reader’s convenience. The proof of this result can be found
in the Supplemental Material [13].

Lemma 4.1 (An implication of Strassen’s theorem). Let µ and ⌫ be Borel
probability measures on R, and let V be a random variable defined on a
probability space (⌦,A,P) with distribution µ. Suppose that the probability
space (⌦,A,P) admits a uniform random variable on (0, 1) independent of
V . Let " > 0 and � > 0 be two positive constants. Then there exists a random
variable W , defined on (⌦,A,P), with distribution ⌫ such that P(|V �W | >
�)  " if and only if µ(A)  ⌫(A�) + " for every Borel subset A of R.

Proof of Theorem 4.1. For the notational convenience, write e
�

=
��1 log p. Construct Y

1

, . . . , Y
n

independent of X
1

, . . . , X
n

. By Lemma 4.1,
the conclusion follows if we can prove that for every Borel subset A of R,

P(Z 2 A)  P( eZ⇤ 2 A2e�+3�) +
"+ C���1{B

1

+ �(B
2

+B
3

)}
1� "

,

where eZ⇤ := max
1jp

P

n

i=1

Y
ij

. Let S
n

=
P

n

i=1

X
i

and T
n

=
P

n

i=1

Y
i

. Fix
any Borel subset A of R. We divide the proof into several steps.

Step 1: We approximate the non-smooth map x 7! 1
A

(max
1jp

x
j

) by a
smooth function. The first step is to approximate the map x 7! max

1jp

x
j

by a smooth function. Consider the function F
�

: Rp ! R defined by F
�

(x) =
��1 log(

P

p

j=1

e�xj ), which gives a smooth approximation of max
1jp

x
j

.
Indeed, an elementary calculation gives the following inequality: for every
x = (x

1

, . . . , x
p

)T 2 Rp,

(17) max
1jp

x
j

 F
�

(x)  max
1jp

x
j

+ ��1 log p.

See [6]. Hence we have

P(Z 2 A)  P(F
�

(S
n

) 2 Ae� ) = E[1
A

e� (F
�

(S
n

))].
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Step 2: The next step is to approximate the indicator function t 7! 1
A

(t)
by a smooth function. This step is rather standard.

Lemma 4.2. Let � > 0 and � > 1/�. For every Borel subset A of R,
there exists a smooth function g : R ! R such that kg0k

1

 ��1, kg00k
1


C���1, kg000k

1

 C�2��1, and

(1� ")1
A

(t)  g(t)  "+ (1� ")1
A

3�(t), 8t 2 R,

where " = "
�,�

is given by (14).

Proof of Lemma 4.2. The proof is due to [49], Lemma 10.18 (p. 248).
Let ⇢(·, ·) denote the Euclidean distance on R. Then consider the function
h(t) = (1� ⇢(t, A�)/�)

+

. Note that h is Lipschitz continuous with Lipschitz
constant  ��1. Construct a smooth approximation of h(t) by

g(t) =
�p
2⇡

Z

R
h(s)e�

1
2�

2
(s�t)

2
ds =

1p
2⇡

Z

R
h(t+ ��1z)e�

1
2 z

2
dz.

Then the map t 7! g(t) is infinitely di↵erentiable, and

kg0k
1

 ��1, kg00k
1

 C���1, kg000k
1

 C�2��1.

The rest of the proof is the same as [49], Lemma 10.18 and omitted. ⌅

Apply Lemma 4.2 to A = Ae� to construct a suitable function g. Then

E[1
A

e� (F
�

(S
n

))]  (1� ")�1E[g � F
�

(S
n

)].

Step 3: The next step uses Stein’s method to compare E[g � F
�

(S
n

)]
and E[g � F

�

(T
n

)]. The following argument is inspired by [7], Theorem 7.
We first make some complimentary computations. Here for a smooth func-
tion f : Rp ! R, we use the notation @

j

f(x) = @f(x)/@x
j

, @
j

@
k

f(x) =
@2f(x)/@x

j

@x
k

, and so on.

Lemma 4.3. Let � > 0. For every g 2 C3(R),

p

X

j,k=1

|@
j

@
k

(g � F
�

)(x)|  kg00k
1

+ 2kg0k
1

�,(18)

p

X

j,k,l=1

|@
j

@
k

@
l

(g � F
�

)(x)|  kg000k
1

+ 6kg00k
1

� + 6kg0k
1

�2.(19)
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Moreover, let U
jkl

(x) := sup{|@
j

@
k

@
l

(g �F
�

)(x+ y)| : y 2 Rp, |y
j

|  ��1, 1 
8j  p}. Then

(20)
p

X

j,k,l=1

U
jkl

(x)  C(kg000k
1

+ kg00k
1

� + kg0k
1

�2).

Proof of Lemma 4.3. Let �
jk

= 1(j = k). A direct calculation gives

@
j

F
�

(x) = ⇡
j

(z), @
j

@
k

F
�

(x) = �w
jk

(x), @
j

@
k

@
l

F
�

(x) = �2q
jkl

(x),

where

⇡
j

(x) = e�xj/
P

p

k=1

e�xk , w
jk

(x) = (⇡
j

�
jk

� ⇡
j

⇡
k

)(x),

q
jkl

(x) = (⇡
j

�
jl

�
jk

� ⇡
j

⇡
l

�
jk

� ⇡
j

⇡
k

(�
jl

+ �
kl

) + 2⇡
j

⇡
k

⇡
l

)(x).

By these expressions, we have

⇡
j

(x) � 0,
p

X

j=1

⇡
j

(x) = 1,
p

X

j,k=1

|w
jk

(x)|  2,
p

X

j,k,l=1

|q
jkl

(x)|  6.

Inequalities (18) and (19) follow from these relations and the following com-
putation.

@
j

(g � F
�

)(x) = (g0 � F
�

)(x)⇡
j

(x),

@
j

@
k

(g � F
�

)(x) = (g00 � F
�

)(x)⇡
j

(x)⇡
k

(x) + (g0 � F
�

)(x)�w
jk

(x),

@
j

@
k

@
l

(g � F
�

)(x) = (g000 � F
�

)(x)⇡
j

(x)⇡
k

(x)⇡
l

(x)

+ (g00 � F
�

)(x)�(w
jk

(x)⇡
l

(x) + w
jl

(x)⇡
k

(x) + w
kl

(x)⇡
j

(x))

+ (g0 � F
�

)(x)�2q
jkl

(x).

For the last inequality (20), it is standard to see that whenever |y
j

| 
��1, 1  8j  p, we have ⇡

j

(x + y)  e2⇡
j

(x), from which the desired
inequality follows. ⌅

For i = 1, . . . , n, let X 0

i

be an independent copy of X
i

. Let I be a uniform
random variable on {1, . . . , n} independent of all the other variables. Define

S0

n

= S
n

�X
I

+X 0

I

.

For � 2 Rp,

E[e
p

�1�

T
S

0
n ] =

1

n

n

X

i=1

E[e
p

�1�

T
(Sn�Xi)]E[e

p

�1�

T
X

0
i ]

=
1

n

n

X

i=1

Y

j 6=i

E[e
p

�1�

T
Xj ]E[e

p

�1�

T
Xi ] =

n

Y

i=1

E[e
p

�1�

T
Xi ] = E[e

p

�1�

T
Sn ].
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Hence S0

n

d

= S
n

. Also with Xn

1

= {X
1

, . . . , X
n

},

(21) E[S0

n

� S
n

| Xn

1

] = E[X 0

I

�X
I

| Xn

1

] = �n�1S
n

,

and

E[(S0

n

� S
n

)(S0

n

� S
n

)T | Xn

1

] = E[(X 0

I

�X
I

)(X 0

I

�X
I

)T | Xn

1

]

=
1

n

n

X

i=1

E[(X 0

i

�X
i

)(X 0

i

�X
i

)T | Xn

1

] =
1

n

n

X

i=1

(E[X
i

XT

i

] +X
i

XT

i

)

=
2

n

n

X

i=1

E[X
i

XT

i

] +
1

n

n

X

i=1

(X
i

XT

i

� E[X
i

XT

i

])

=
2

n

n

X

i=1

E[X
i

XT

i

] + n�1V,(22)

where V is the p ⇥ p matrix defined by V = (V
jk

)
1j,kp

=
P

n

i=1

(X
i

XT

i

�
E[X

i

XT

i

]).
For the notational convenience, write f = g � F

�

. Consider

h(x) =

Z

1

0

1

2t
E[f(

p
tx+

p
1� tT

n

)� f(T
n

)]dt.

Then Lemma 1 of [44] implies

p

X

j=1

x
j

@
j

h(x)�
p

X

j,k=1

n

X

i=1

E[X
ij

X
ik

]@
j

@
k

h(x) = f(x)� E[f(T
n

)],

and especially

E[f(S
n

)]� E[f(T
n

)] = E

2

4

p

X

j=1

n

X

i=1

X
ij

@
j

h(S
n

)

3

5

� E

2

4

p

X

j,k=1

n

X

i=1

E[X
ij

X
ik

]@
j

@
k

h(S
n

)

3

5 .(23)

Denote by rh(x) and Hessh(x) the gradient vector and the Hessian ma-
trix of h(x), respectively. Let

R = h(S0

n

)� h(S
n

)� (S0

n

� S
n

)Trh(S
n

)

� 2�1(S0

n

� S
n

)T (Hessh(S
n

))(S0

n

� S
n

).
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Then one has

0 = nE[h(S0

n

)� h(S
n

)] (as S0

n

d

= S
n

)

= nE[(S0

n

� S
n

)Trh(S
n

) + 2�1(S0

n

� S
n

)T (Hessh(S
n

))(S0

n

� S
n

) +R]

= nE
h

E[(S0

n

� S
n

)T | Xn

1

]rh(S
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Using Lemma 4.3, one has
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Observe that
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We here recall Chebyshev’s association inequalities stated in the following
lemma. For a proof, see, for example, Theorem 2.14 in [3].

Lemma 4.4 (Chebyshev’s association inequalities). Let ' and  be func-
tions defined on an interval I in R, and let ⇠ be a random variable such that
P(⇠ 2 I) = 1. Suppose that E[|'(⇠)|] < 1,E[| (⇠)|] < 1 and E[|'(⇠) (⇠)|] <
1. Then Cov('(⇠), (⇠)) � 0 if ' and  are monotone in the same direc-
tion, and Cov('(⇠), (⇠))  0 if ' and  are monotone in the opposite
direction.

Since the maps t 7! t3 and t 7! 1(t > ��1/2) are non-decreasing on [0,1),
the second term on the right side of (25) is not larger than the first term.
Hence
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Therefore, we conclude that
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)}.

Step 4: Combining Steps 1-3, one has
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This completes the proof. ⌅

5. Inequalities for empirical processes. In this section, we shall
present some inequalities for empirical processes that will be used in the
proofs of Theorem 2.1 and Lemma 2.2. These inequalities are of interest
in their own rights. Consider the same setup as in Section 2, that is, let
X

1

, . . . , X
n

be i.i.d. random variables taking values in a measurable space
(S,S) with common distribution P . Let F be a pointwise measurable class
of functions S ! R, to which a measurable envelope F is attached. In this
section, however, we do not assume that F is P -centered. Consider the em-
pirical process G

n

f = n�1/2

P

n

i=1

(f(X
i

)� Pf). Let �2 > 0 be any positive
constant such that sup

f2F

Pf2  �2  kFk2
P,2

. Let M = max
1in

F (X
i

).

Theorem 5.1 (A useful deviation inequality for suprema of empirical
processes). Suppose that F 2 Lq(P ) for some q � 2. Then for every t � 1,
with probability > 1� t�q/2,
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where K(q) > 0 is a constant depending only on q.

Proof of Theorem 5.1. The theorem essentially follows from [4], The-
orem 12, which states that
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where ⌃2 = E[kn�1
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]. By Lemma 7 of the same paper,
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Hence, using the simple inequality 2
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Therefore, by Markov’s inequality, for every t � 1, with probability > 1�t�q,

kG
n

k
F

 E[kG
n

k
F

] + (kG
n

k
F

� E[kG
n

k
F

])
+

 (1 + C
p
q�t)E[kG

n

k
F

] + C
p
q(1 + ��1)n�1/2kMk

2

t

+ C
p
q�t+ Cqn�1/2(kMk

q

+ �)t, 8� > 0.

The final conclusion follows from taking � = C�1q�1/2t�1↵. ⌅

The proof of Lemma 2.2 relies on the following moment inequality for
suprema of empirical processes, which is an extension of [59], Theorem 2.1,
to possibly unbounded classes of functions (Theorem 3.1 of [59] derives a
moment inequality applicable to the case where the envelope F has q > 4
moments, but the form of the inequality in Theorem 5.2 is more convenient
in our applications; note that Theorem 5.2 only requires F 2 L2(P ), as
opposed to F 2 Lq(P ) with q > 4 in Theorem 3.1 of [59], and Theorem 5.2
is not covered by [59]). Recall the uniform entropy integral J(�,F , F ).

Theorem 5.2 (A useful maximal inequality). Suppose that F 2 L2(P ).
Let � = �/kFk

P,2

. Then

E[kG
n

k
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] . J(�,F , F )kFk
P,2

+
kMk

2

J2(�,F , F )

�2
p
n

.

In the Supplemental Material [13], we give a full proof of Theorem 5.2
for the sake of completeness, although the proof is essentially similar to the
proof of Theorem 2.1 in [59].

The bound in Theorem 5.2 will be explicit as soon as a suitable bound
on the covering number is available. For example, the following corollary is
an extension of [25], Proposition 2.1. For its proof, see Appendix A.5.
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Corollary 5.1 (Maximal inequality specialized to VC type classes).
Consider the same setup as in Theorem 5.2. Suppose that there exist con-
stants A � e and v � 1 such that sup

Q

N(F , e
Q

, "kFk
Q,2

)  (A/")v, 0 <
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6. Proof of Theorem 2.1. We make use of Lemma 4.1 to prove the
theorem. Construct a tight Gaussian random variable G

P

in `1(F) given in
assumption (A3), independent of X

1

, . . . , X
n

. We note that one can extend
G
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to the linear hull of F in such a way that G
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has linear sample paths [see
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We shall apply Corollary 4.1 to Z". Recall that log(N _n) = H
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we have
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By Theorem 5.1, with probability > 1� �/4,
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where K(q) is a constant that depends only on q. Moreover, by the Borell-
Sudakov-Tsirel’son inequality [58, Proposition A.1], with probability > 1�
�/4, we have
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The conclusion follows from Lemma 4.1. ⌅
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[36] Komlós, J., Major, P., and Tusnády, G. (1975). An approximation for partial sums
of independent rv’s and the sample df I. Z. Warhsch. Verw. Gabiete 32 111-131.

[37] Konakov, V.D. and Piterbarg, V.I. (1984). On the convergence rate of maximal devi-
ations distributions for kernel regression estimates. J. Multivariate Anal. 15 279-294.

[38] Le Cam, L. (1988). On the Prokhorov distance between the empirical process and
the associated Gaussian bridge. Technical Report No. 170, Department of Statistics,
University of California, Berkeley.

[39] Ledoux, M. and Talagrand, M. (1991). Probability in Banach Spaces. Springer.
[40] Lounici, K. and Nickl, R. (2011). Global uniform risk bounds for wavelet deconvolu-

tion estimators. Ann. Statist. 39 201-231.
[41] Mason, D.M. (2004). A uniform functional law of the logarithm for the local empirical

process. Ann. Probab. 32 1391-1418.
[42] Mason, D.M. and van Zwet, W.R. (1987). A refinement of the KMT inequality for

the uniform empirical process. Ann. Probab. 15 871-884.
[43] Massart, P. (1989). Strong approximation for multivariate empirical and related pro-

cesses, via KMT construction. Ann. Probab. 17 266-291.
[44] Meckes, E. (2009). On Stein’s method for multivariate normal approximation. In: High

Dimensional Probability V: The Luminy Volume, IMS Collections, Vol.5, pp.159-178.
[45] Neumann, M. (1998). Strong approximation of density estimators from weakly depen-

dent observations by density estimators from independent observations. Ann. Statist.
26 2014-2048.



GAUSSIAN APPROXIMATION OF SUPREMA 35

[46] Newey, W.K. (1997). Convergence rates and asymptotic normality for series estima-
tors. J. Econometrics 79 147-168.

[47] Nolan, D. and Pollard, D. (1987). U -processes: rates of convergence. Ann. Statist. 15
780-799.
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APPENDIX A: ADDITIONAL PROOFS

A.1. Proof of Lemma 2.1. We first note that by approximation [see
13, Problem 2.5.1], assumption (A4) implies that

Z

1

0

q

logN(F , e
P

, "kFk
P,2

)d" < 1.

Let G
P

be a centered Gaussian process indexed by F with covariance func-
tion E[G

P

(f)G
P

(g)] = P (fg). Recall that F is P -centered, and by Example
1.3.10 in [13], F is P -pre-Gaussian if and only if (F , e

P

) is totally bounded
and G

P

has a version that has sample paths almost surely uniformly e
P

-
continuous. Dudley’s criterion for sample continuity of Gaussian processes
states that when

(1)

Z

1

0

p

logN(F , e
P

, ")d" < 1,

there exists a version of G
P

that has sample paths uniformly e
P

-continuous
[13, p.100-101] (note that (1) implies that N(F , e

P

, ") is finite for every
" > 0, that is, F is totally bounded for e

P

). The lemma readily follows from
these observations. ⌅

A.2. Proofs of Lemmas 2.3 and 2.4.

Proof of Lemma 2.3. The proof of Lemma 2.3 depends on the follow-
ing lemma on anti-concentration of suprema of Gaussian processes.

⇤First arXiv version: December 31, 2012. Revised: August 24, 2016. V. Chernozhukov
and D. Chetverikov are supported by a National Science Foundation grant. K. Kato is
supported by the Grant-in-Aid for Young Scientists (B) (25780152), the Japan Society for
the Promotion of Science.
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2 CHERNOZHUKOV CHETVERIKOV KATO

Lemma A.1 (An anti-concentration inequality). Let (S,S, P ) be a prob-

ability space, and let F ⇢ L2(P ) be a P -pre-Gaussian class of functions.

Denote by G
P

a tight Gaussian random variable in `1(F) with mean zero

and covariance function E[G
P

(f)G
P

(g)] = Cov
P

(f, g) for all f, g 2 F where

Cov
P

(·, ·) denotes the covariance under P . Suppose that there exist constants

�, �̄ > 0 such that �2  Var
P

(f)  �̄2

for all f 2 F . Then for every ✏ > 0,

sup
x2R

P
(

�

�

�

�

�

sup
f2F

G
P

f � x

�

�

�

�

�

 ✏

)

 C
�

✏

(

E
"

sup
f2F

G
P

f

#

+
p

1 _ log(�/✏)

)

,

where C
�

is a constant depending only on � and �̄.

Proof of Lemma A.1. The proof of this lemma is the same as that of
Theorem 2.1 in [4] with the exception that we now apply Theorem 3, part
(ii) instead of Theorem 3, part (i) from [3]. ⌅

Going back to the proof of Lemma 2.3, for every t 2 R, we have

P(Z  t) = P({Z  t} \ {|Z � eZ|  r
1

}) + P({Z  t} \ {|Z � eZ| > r
1

})
 P( eZ  t+ r

1

) + r
2

 P( eZ  t) + C
�

r
1

{E[ eZ] +
p

1 _ log(�/r
1

)}+ r
2

,

where we have used Lemma A.1 to deduce the last inequality. A similar
argument leads to the reverse inequality. This completes the proof. ⌅

Proof of Lemma 2.4. Take �
n

! 1 su�ciently slowly such that �
n

r
n

(1_
E[ eZ

n

]) = o(1). Then since P(|Z
n

� eZ
n

| > �
n

r
n

) = o(1), by Lemma 2.3, we
have

sup
t2R

|P(Z
n

 t)� P( eZ
n

 t)| = O{r
n

(E[ eZ
n

] + | log(�
n

r
n

)|)}+ o(1) = o(1).

This completes the proof. ⌅

A.3. Proof of Lemma 4.1. The “only if” part is trivial, and hence we
prove the “if” part. By Strassen’s theorem [see 12, Section 10.3], there are
random variables V ⇤ and W ⇤ with distributions µ and ⌫ such that P(|V ⇤ �
W ⇤| > �)  ". V ⇤ may be di↵erent from V . Let F (w | v) be a regular
conditional distribution function of W ⇤ given V ⇤ = v. Denote by F�1(⌧ | v)
the quantile function of F (w | v), that is, F�1(⌧ | v) = inf{w : F (w |
v) � ⌧}. Generate a uniform random variable U on (0, 1) independent of
V and take W (!) = F�1(U(!) | V (!)). Then it is routine to verify that

(V,W )
d

= (V ⇤,W ⇤). ⌅
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A.4. Proof of Theorem 5.2. We first prove the following technical
lemma.

Lemma A.2. Write J(�) for J(�,F , F ) and suppose that J(1) is finite

(and hence J(�) is finite for all �). Then (i) the map � 7! J(�) is concave;

(ii) J(c�)  cJ(�), 8c � 1; (iii) the map � 7! J(�)/� is non-increasing; (iv)

the map [0,1)⇥ (0,1) 3 (x, y) 7! J(
p

x/y)
p
y is concave.

Proof. Let �(") = sup
Q

p

1 + logN(F , e
Q

, "kFk
Q,2

). Part (i) follows
from the fact that the map " 7! �(") is non-increasing. Part (ii) follows from
the inequality

Z

c�

0

�(")d" = c

Z

�

0

�(c")d"  c

Z

�

0

�(")d".

Part (iii) follows from the identity

J(�)

�
=

Z

1

0

�(�")d".

The proof of part (iv) uses some facts in convex analysis. Proofs of the
following lemmas can be found in, for example, [2], Section 3.2.

Lemma A.3. Let D be a convex subset of Rn

, and let f : D ! R be a

concave function. Then the perspective (x, t) 7! tf(x/t), {(x, t) 2 Rn+1 :
x/t 2 D, t > 0} ! R, is also concave.

Lemma A.4. Let D
1

be a convex subset of Rn

, and let g
i

: D
1

!
R, 1  i  k be concave functions. Let D

2

denote the convex hull of the

set {(g
1

(x), . . . , g
k

(x)) : x 2 D
1

}. Let h : D
2

! R be concave and nonde-

creasing in each coordinate. Then f(x) = h(g
1

(x), . . . , g
k

(x)), D
1

! R, is
concave.

Let h(s, t) = J(s/t)t, g
1

(x, y) =
p
x and g

2

(x, y) =
p
y. Then h is concave

and nondecreasing in each coordinate, and g
i

, i = 1, 2 are concave. Hence
J(

p

x/y)
p
y = h(g

1

(x, y), g(x, y)) is concave. ⌅

We will use a version of the contraction principle for Rademacher averages.
Recall that a Rademacher random variable is a random variables taking ±1
with equal probability.
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Lemma A.5 (A contraction principle, [9]). Let "
1

, . . . , "
n

be i.i.d. Rademacher

random variables independent of X
1

, . . . , X
n

. Then

E
"

�

�

�

�

�

n

X

i=1

"
i

f2(X
i

)

�

�

�

�

�

F

#

 4E
"

M

�

�

�

�

�

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

F

#

.

Proof. See [9], Theorem 4.12, and the discussion following the theorem.
⌅

We will also use the following form of the Ho↵mann-Jørgensen inequality.

Theorem A.1 (A Ho↵mann-Jørgensen-type inequality, [9]). Let "
1

, . . . , "
n

be i.i.d. Rademacher random variables independent of X
1

, . . . , X
n

. Then for

every 1 < q < 1,

 

E
"

�

�

�

�

�

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

q

F

#!

1/q

 K(q)

"

E
"

�

�

�

�

�

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

F

#

+ kMk
q

#

,

where K(q) is a constant depending only on q.

Proof. See, for example, [9], Theorem 6.20. ⌅

We are now in position to prove Theorem 5.2.

Proof of Theorem 5.2. We may assume that J(1) is finite since oth-
erwise J(�) is infinite and there is nothing to prove. Moreover, without
loss of generality, we may assume that F is everywhere positive. Let P

n

denote the empirical distribution that assigns probability n�1 to each X
i

.
Let �2

n

= sup
f2F

n�1

P

n

i=1

f2(X
i

). For i.i.d. Rademacher random variables
"
1

, . . . , "
n

independent of X
1

, . . . , X
n

, the symmetrization inequality gives

E[kG
n

k
F

]  2E
"

�

�

�

�

�

1p
n

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

F

#

.

Here the standard entropy integral inequality gives

E
"

�

�

�

�

�

1p
n

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

F

| X
1

, . . . , X
n

#

 C

Z

�n

0

p

1 + logN(F , e
Pn , ")d"

 CkFk
Pn,2

Z

�n/kFkPn,2

0

q

1 + logN(F , e
Pn , "kFk

Pn,2)d"

 CkFk
Pn,2J(�n/kFk

Pn,2).
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Hence by Lemma A.2 (iv) and Jensen’s inequality,

Z := E
"

�

�

�

�

�

1p
n

n

X

i=1

"
i

f(X
i

)

�

�

�

�

�

F

#

 CkFk
P,2

J(
p

E[�2

n

]/kFk
P,2

).

By the symmetrization inequality, the contraction principle (Lemma A.5)
and the Cauchy-Schwarz inequality,

E[�2

n

]  �2 + E
⇥

�

�E
n

[(f2(X
i

)� Pf2)]
�

�

F

⇤  �2 + 2E
⇥

�

�E
n

["
i

f2(X
i

)]
�

�

F

⇤

 �2 + 8E [M kE
n

["
i

f(X
i

)]k
F

]  �2 + 8kMk
2

⇣

E
h

kE
n

["
i

f(X
i

)]k2
F

i⌘

1/2

.

Here by the Ho↵mann-Jørgensen inequality (Theorem A.1),

⇣

E
h

kE
n

["
i

f(X
i

)]k2
F

i⌘

1/2

. E [kE
n

["
i

f(X
i

)]k
F

] + n�1kMk
2

,

so that,
p

E[�2

n

]  CkFk
P,2

(� _
p
DZ),

where�2 := max{�2, n�1kMk2
2

}/kFk2
P,2

� �2 andD := kMk
2

/(
p
nkFk2

P,2

).
Therefore, using Lemma A.2 (ii), we have

Z  CkFk
P,2

J(� _
p
DZ)

We consider the following two cases:
(i)

p
DZ  �. In this case, J(�_pDZ)  J(�), so that Z  CkFk

P,2

J(�).
Since the map � 7! J(�)/� is non-increasing (Lemma A.2 (iii)),

J(�) = �
J(�)

�
 �

J(�)

�
= max

⇢

J(�),
kMk

2

J(�)p
n�kFk

P,2

�

.

Since J(�)/� � J(1) � 1, the last expression is bounded by

max

⇢

J(�),
kMk

2

J2(�)p
n�2kFk

P,2

�

.

(ii)
p
DZ � �. In this case, J(�_p

DZ)  J(
p
DZ), and since the map

� 7! J(�)/� is non-increasing (Lemma A.2 (iii)),

J(
p
DZ) =

p
DZ

J(
p
DZ)p
DZ


p
DZ

J(�)

�


p
DZ

J(�)

�
.

Therefore,

Z  CkFk
P,2

p
DZ

J(�)

�
,
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that is

Z  CkFk2
P,2

D
J2(�)

�2
=

CkMk
2

J2(�)p
n�2

.

This completes the proof. ⌅

A.5. Proof of Corollary 5.1. Observe that

J(�) 
Z

�

0

p

1 + v log(A/")d"  A
p
v

Z

1

A/�

p
1 + log "

"2
d".

An integration by parts gives

Z

1

c

p
1 + log "

"2
d" =



�
p
1 + log "

"

�

1

c

+
1

2

Z

1

c

1

"2
p
1 + log "

d"


p
1 + log c

c
+

1

2

Z

1

c

p
1 + log "

"2
d", if c � e.

by which we have

Z

1

c

p
1 + log "

"2
d"  2

p
1 + log c

c
 2

p
2
p
log c

c
, if c � e,

Since A/� � A � e, we have

J(�)  2
p
2v�

p

log(A/�).

Applying Theorem 5.2, we obtain the desired conclusion. ⌅

A.6. Proof of Lemma 2.2. Before proving Lemma 2.2, we shall recall
the following lemma on uniform entropy numbers.

Lemma A.6. Let F
1

, . . . ,F
k

be classes of measurable functions S ! R
to which measurable envelopes F

1

, . . . , F
k

are attached, respectively, and let

� : Rk ! R be a map that is Lipschitz in the sense that

|� � f(x)� � � g(x)|2 
k

X

j=1

L2

j

(x)|f
j

(x)� g
j

(x)|2,

for every f = (f
1

, . . . , f
k

), g = (g
1

, . . . , g
k

) 2 F
1

⇥· · ·⇥F
k

=: F and every x 2
S, where L

1

, . . . , L
k

are non-negative measurable functions on S. Consider
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the class of functions �(F) := {� � f : f 2 F}. Denote (
P

k

j=1

L2

j

F 2

j

)1/2 by

L · F . Then we have

sup
Q

N(�(F), e
Q

, "kL · Fk
Q,2

) 
k

Y

j=1

sup
Rj

N(F
j

, e
Rj , "kFj

k
Rj ,2),

for every 0 < "  1, where the suprema are taken over all finitely discrete

probability measures on (S,S).

Proof of Lemma A.6. The proof is implicit in [13], p.199, and hence
omitted. ⌅

We will use the following corollary to the above lemma.

Corollary A.1. (i) Let F and G be classes of measurable functions

S ! R, to which measurable envelopes F and G are attached, respectively.

Denote by F · G the pointwise product of F and G. Then
sup
Q

N(F · G, e
Q

,
p
2"kFGk

Q,2

)

 sup
Q

N(F , e
Q

, "kFk
Q,2

) sup
Q

N(G, e
Q

, "kGk
Q,2

),

for every 0 < "  1, where the suprema are taken over all finitely discrete

probability measures Q on (S,S).
(ii) Let F be a class of measurable functions S ! R, to which a measurable

envelope F is attached. For every q � 1, let F(q) = {|f |q : f 2 F}. Then
sup
Q

N(F(q), e
Q

, q"kF qk
Q,2

)  sup
Q

N(F , e
Q

, "kFk
Q,2

),

for every 0 < "  1, where the suprema are taken over all finitely discrete

probability measures Q on (S,S).

Proof of Corollary A.1. (i) Take k = 2,F
1

= F , F
1

= F,F
2

=
G, F

2

= G, and � : R2 ! R as �(s, t) = st. Then we can take L
1

= F,L
2

= G,
and the desired conclusion directly follows from Lemma A.6.

(ii) This follows from application of Lemma A.6 with k = 1 and �(s) =
|s|q. ⌅

Proof of Lemma 2.2. For the first inequality, noting that J(�,F
"

, 2F ) .
J(�,F , F ) = J(�), by Theorem 5.2, we have

E[kG
n

k
F" ] . J(")kFk

P,2

+ n�1/2"�2J2(")kMk
2

.
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Moreover, by Dudley’s inequality [13, Corollary 2.2.8], E[kG
P

k
F" ] . J(")kFk

P,2

.
Note that by approximation [see 13, Problem 2.5.1], we have

Z

�

0

q

1 + logN(F , e
P

, ⌧kFk
P,2

)d⌧ . J(�).

Hence the first inequality is proved.
The third inequality is deduced from Theorem 5.2 together with the cov-

ering number estimate,

sup
Q

N(F · F , e
Q

,
p
2"kF 2k

Q,2

)  sup
Q

N2(F , e
Q

, "kFk
Q,2

),

which follows from Corollary A.1 (i). Hence we shall prove the second in-
equality. We first observe that

E
n

[|f(X
i

)|3] = P |f |3 + n�1/2G
n

(|f |3),

by which we have

E
⇥kE

n

[|f(X
i

)|3]k
F

⇤  sup
f2F

P |f |3 + n�1/2E[kG
n

(|f |3)k
F

].

Let "
1

, . . . , "
n

be i.i.d. Rademacher random variables independent ofX
1

, . . . , X
n

.
By the symmetrization inequality,

E[kG
n

(|f |3)k
F

]  2E
"

�

�

�

�

�

1p
n

n

X

i=1

"
i

|f(X
i

)|3
�

�

�

�

�

F

#

.

By the contraction principle together with the Cauchy-Schwarz inequality,

E
"

�

�

�

�

�

n

X

i=1

"
i

|f(X
i

)|3
�

�

�

�

�

F

#

. E
"

M3/2

�

�

�

�

�

n

X

i=1

"
i

|f(X
i

)|3/2
�

�

�

�

�

F

#

 kMk3/2
3

0

@E

2

4

�

�

�

�

�

n

X

i=1

"
i

|f(X
i

)|3/2
�

�

�

�

�

2

F

3

5

1

A

1/2

.

Moreover, by the Ho↵mann-Jørgensen inequality,

0

@E

2

4

�

�

�

�

�

n

X

i=1

"
i

|f(X
i

)|3/2
�

�

�

�

�

2

F

3

5

1

A

1/2

. E
"

�

�

�

�

�

n

X

i=1

"
i

|f(X
i

)|3/2
�

�

�

�

�

F

#

+ kMk3/2
3

.
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By Theorem 5.2 together with Corollary A.1 (ii), we have

E
"

�

�

�

�

�

1p
n

n

X

i=1

"
i

|f(X
i

)|3/2
�

�

�

�

�

F

#

. J(�3/2
3

,F , F )kF 3/2k
P,2

+
kM3/2k

2

J2(�3/2
3

,F , F )p
n�3

3

,

by which we have

E
⇥kE

n

[|f(X
i

)|3]k
F

⇤� sup
f2F

P |f |3 . n�1kMk3
3

+ n�1/2kMk3/2
3

"

J(�3/2
3

,F , F )kFk3/2
P,3

+
kMk3/2

3

J2(�3/2
3

,F , F )p
n�3

3

#

.

A further simplification is possible. By Lemma A.2 (iii), the map � 7!
J(�,F , F )/� is non-increasing, so that J2(�3/2

3

,F , F )/�3
3

� J2(1,F , F ) � 1.
Hence the first term on the right side is not larger than

kMk3
3

J2(�3/2
3

,F , F )/(n�3
3

).

This completes the proof. ⌅

A.7. Proof of Corollary 2.2. The proof consists of applying Theorem
2.1. Standard calculations show that for any � 2 (0, 1),

J(�) :=

Z

�

0

sup
Q

q

1 + logN(F , L
2

(Q), "kFk
Q,2

)d" . �
p

v log(A/�).

Further, for some su�ciently large C, let 
n

:= C(b�2 + b3K
n

n�1+3/q)1/3.
Also note that for k = 2, 3, 4, kMk

k

 kMk
q

 n1/qb. Therefore, Lemma 2.2
implies

E
⇥kE

n

[|f(X
i

)|3]k
F

⇤� sup
f2F

P |f |3

. n�1/2+3/(2q)b3/2
 

b3/2J(�3/2
3

) +
b3/2J2(�3/2

3

)

n1/2�3/(2q)�3
3

!

,

for any �
3

� sup
f2F

kfk
P,3

/kFk
P,3

. Setting �
3

= b1/3�2/3/b = (�/b)2/3 gives

E
⇥kE

n

[|f(X
i

)|3]k
F

⇤� b�2

. n�1/2+3/(2q)b3/2
⇣

b3/2�1�K1/2

n

+ b3/2K
n

n�1/2+3/(2q)

⌘

,
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so that using the elementary inequality 2xy  x2 + y2, we obtain

E
⇥kE

n

[|f(X
i

)|3]k
F

⇤  C(b�2 + b3K
n

n�1+3/q)  3
n

.

Further, let "
n

= �/(bn1/2). Then

H
n

("
n

) = log(N(F , e
P

, "
n

kFk
P,2

) _ n) . K
n

and J("
n

)  C�K1/2

n

/(bn1/2).
Also, for q 2 [4,1), we have by the Markov inequality that

�
n

("
n

, �) =
1

4
P{(F/

n

)31(F/
n

> c��1/3n1/3H
n

("
n

)�1/3)}
. (b/

n

)q(�1/3H
n

("
n

)1/3n�1/3)q�3

. (K�1/3

n

n�1/q+1/3)q(�1/3H
n

("
n

)1/3n�1/3)q�3

 �q/3�1/K
n

 1

for any � 2 (0, 1). For q = 1, note that since C in the definition of 
n

is su�ciently large, b/
n

< n1/3H
n

("
n

)�1/3, and so �
n

("
n

, �) = 0 for any
� 2 (0, 1).

Now, Theorem 2.1 combined with Lemma 2.2 shows that for any � 2 (0, 1)
and �

4

� sup
f2F

kfk
P,4

/kFk
P,4

, one can construct a random variable eZ such

that eZ
d

= sup
f2F

G
P

f and

P
⇣

|Z � eZ| > K(q)�
n

("
n

, �)
⌘

 �(1 + �("
n

, �)) + C(log n)/n(2)

. � + (log n)/n,

where K(q) is a constant that depends only on q, and

�
n

("
n

, �) := �
n

("
n

) + ��1/q"
n

b+ ��1/qbn�1/2+1/q + ��2/qbn�1/2+1/q

+ ��1/2E1/2

n

H1/2

n

("
n

)n�1/4 + ��1/3
n

H2/3

n

("
n

)n�1/6,

�
n

("
n

) . bJ("
n

) + "�2

n

bJ2("
n

)n�1/2+1/q,

E
n

:= E[kG
n

k
F·F

] . b2J(�2
4

) + ��4

4

b2J2(�2
4

)n�1/2+2/q.

Using the bound derived above, we have

�
n

("
n

) . �K1/2

n

n�1/2 + bK
n

n�1/2+1/q . bK
n

n�1/2+1/q,

and setting �
4

= (b2�2)1/4/b = (�/b)1/2,

E
n

. b�K1/2

n

+ b2K
n

n�1/2+2/q.
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Also, setting c � 1 in the definition of K
n

, so that K
n

= cv(log n _
log(Ab/�)) � 1, and using � < 1 gives

��1/q"
n

b+ ��1/qbn�1/2+1/q + ��2/qbn�1/2+1/q . ��1/2bK
n

n�1/2+1/q,

��1/2E1/2

n

H1/2

n

("
n

)n�1/4 . ��1/2(b�)1/2K3/4

n

n�1/4 + ��1/2bK
n

n�1/2+1/q,

��1/3
n

H2/3

n

("
n

)n�1/6 . ��1/3b1/3�2/3K2/3

n

n�1/6 + ��1/3bK
n

n�1/2+1/q.

Substituting these bounds into (2) and using the definition of �
n

("
n

, �
n

),
we obtain the asserted claim. ⌅

A.8. Proofs of Propositions 3.1-3.3.

Proof of Proposition 3.1. For given x 2 I, g 2 G and h > 0, define

f
x,g,h

(y, t) = c
n

(x, g)g(y)k(h�1(t� x)), (y, t) 2 Y ⇥ Rd.

Consider the class of functions F
n

= {f
x,g,hn � E[f

x,g,hn(Y1, X1

)] : (x, g) 2
I⇥G}. We shall apply Corollary 2.2 to F

n

. Let Z
n

= sup
f2Fn

G
n

f . We first
note that |f

x,g,h

(y, t)|  C
I⇥G

bkkk
1

so that |f
x,g,h

(y, t)�E[f
x,g,h

(Y
1

, X
1

)]| 
2C

I⇥G

bkkk
1

⌘ F . It is not di�cult to see that F
n

is pointwise measurable.
Using Corollary A.1 (i), we can prove that there are constants A, v > 0 such
that

(3) sup
Q

N(F
n

, e
Q

, 2"C
I⇥G

bkkk
1

)  (A/")v, 0 < 8"  1, 8n � 1.

Hence for every n � 1, F
n

is pre-Gaussian and there exists a tight Gaussian
random variable G

n

in `1(F
n

) with mean zero and covariance function

E[G
n

(f)G
n

(f̌)] = Cov(f(Y
1

, X
1

), f̌(Y
1

, X
1

)), f, f̌ 2 F
n

.

To apply Corollary 2.2, note that

E[|f
x,g,hn(Y1, X1

)� E[f
x,g,hn(Y1, X1

)]|3] . E[|f
x,g,hn(Y1, X1

)|3]
= |c

n

(x, g)|3
Z

Rd
E[|g(Y

1

)|3 | X
1

= t]|k(h�1

n

(t� x))|3p(t)dt

= |c
n

(x, g)|3hd
n

Z

Rd
E[|g(Y

1

)|3 | X
1

= x+ h
n

t]|k(t)|3p(x+ h
n

t)dt

 C3

I⇥G

b3kpk
1

hd
n

Z

Rd
|k(t)|3dt,
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and

E[|f
x,g,hn(Y1, X1

)� E[f
x,g,hn(Y1, X1

)]|4] . E[|f
x,g,hn(Y1, X1

)|4]
= |c

n

(x, g)|4hd
n

Z

Rd
E[|g(Y

1

)|4 | X
1

= x+ h
n

t]|k(t)|4p(x+ h
n

t)dt

 C4

I⇥G

b4kpk
1

hd
n

Z

Rd
|k(t)|4dt.

Thus, applying Corollary 2.2 with parameters �, b,� in the corollary satis-

fying � = �
n

= (log n)�1, b = O(1) and � = �
n

= hd/2
n

shows that there

exists a sequence eZ
n

of random variables such that eZ
n

d

= sup
f2Fn

G
n

f and
as n ! 1,

|Z
n

� eZ
n

| = OP(n
�1/6hd/3

n

log n+ n�1/4hd/4
n

log5/4 n+ n�1/2 log3/2 n).

This implies the conclusion of the theorem. In fact, let

B
n

(x, g) = h�d/2

n

G
n

(f
x,g,hn), (x, g) 2 I ⇥ G,

and fW
n

= h�d/2

n

eZ
n

. Then B
n

is the desired Gaussian process, and as W
n

=

h�d/2

n

Z
n

, we have fW
n

d

= sup
(x,g)2I⇥G

B
n

(x, g) and

|W
n

� fW
n

| = h�d/2

n

|Z
n

� eZ
n

|
= OP{(nhd

n

)�1/6 log n+ (nhd
n

)�1/4 log5/4 n+ n�1/2h�d/2

n

log3/2 n}.

This completes the proof. ⌅

Proof of Proposition 3.2. We shall follow the notation used in the
proof of Proposition 3.1. Take F (y, x) = C

I⇥G

kkk
1

(G(y) +E[G(Y
1

)]) as an
envelope of F

n

. A version of inequality (3) continues to hold with 2C
I⇥G

bkkk
1

replaced by kFk
Q,2

. Let D = sup
x2Rd E[G4(Y

1

) | X
1

= x]. Then we have

E[|f
x,g,hn(Y1, X1

)� E[f
x,g,hn(Y1, X1

)]|3] . E[|f
x,g,hn(Y1, X1

)|3]
 (1 +D)C3

I⇥G

kpk
1

hd
n

Z

Rd
|k(t)|3dt,

and

E[|f
x,g,hn(Y1, X1

)� E[f
x,g,hn(Y1, X1

)]|4] . E[|f
x,g,hn(Y1, X1

)|4]
 DC4

I⇥G

kpk
1

hd
n

Z

Rd
|k(t)|4dt.
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Thus, applying Corollary 2.2 with parameters �, b,� in the corollary satis-

fying � = �
n

= (log n)�1, b = O(1), and � = �
n

= hd/2
n

shows that there

exists a sequence eZ
n

of random variables such that eZ
n

d

= sup
f2Fn

G
n

f and
as n ! 1,

|Z
n

� eZ
n

| = OP(n
�1/6hd/3

n

log n+ n�1/4hd/4
n

log5/4 n+ n�1/2+1/q log3/2 n).

The rest of the proof is the same as in the previous one. ⌅

Proof of Proposition 3.3. We only deal with case (ii). The proof for
case (i) is similar. Observe first that by condition (C2),

|↵
n

(x, g)|  C
1

| Kn(x)|
c
1

| Kn(x)|  C
3

,

where C
3

= C
1

/c
1

. For given n � 1, x 2 I and g 2 G, define

f
n,x,g

(⌘, t) = g(⌘)↵
n

(x, g)T Kn(t), (⌘, t) 2 E ⇥ [0, 1]d.

Consider the class of functions F
n

= {f
n,x,g

: (x, g) 2 I ⇥ G}. We shall
apply Corollary 2.2 to F

n

. Note that W
n

= sup
f2Fn

G
n

f . First, we have
|f

n,x,g

(⌘, t)|  C
3

⇠
n

|G(⌘)| =: F
n

(⌘, t). Second, observe that F
n

= H
1

· H
2n

,
where H

1

= {(⌘, t) 7! g(⌘) : g 2 G} and H
2n

= {(⌘, t) 7! ↵
n

(x, g)T Kn(t) :
(x, g) 2 I ⇥ G}. By condition (C3),

|↵
n

(x, g)T Kn(t)�↵
n

(x̌, ǧ)T Kn(t)|  L
n

⇠
n

{|x�x̌|+(E[(g(⌘
1

)�ǧ(⌘
1

))2)1/2},

so that, using the fact that G is VC type, we deduce that there are constants
A, v > 0 such that

sup
Q

N(H
2n

, e
Q

, "C
3

⇠
n

)  (AL
n

/")v, 0 < 8"  1, 8n � 1.

Using again the fact that G is VC type and Corollary A.1 (i), we deduce
that there are constants A0, v0 > 0 such that

(4) sup
Q

N(F
n

, e
Q

, "kF
n

k
Q,2

)  (A0L
n

/")v
0
, 0 < 8"  1, 8n � 1.

Hence for every n � 1, there exists a tight Gaussian random variable G
n

in
`1(F

n

) with mean zero and covariance function

E[G
n

(f)G
n

(f̌)] = Cov(f(⌘
1

, X
1

), f̌(⌘
1

, X
1

)), f, f̌ 2 F
n

.
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Let B
n

(x, g) = G
n

(f
n,x,g

), (x, g) 2 I ⇥ G. Then B
n

is the desired Gaussian
process.

To apply Corollary 2.2, we make some complimentary calculations. Let
D = sup

x2[0,1]

d E[G4(⌘
1

) | X
1

= x]. Then for n � 1,

E[|g(⌘
1

)↵
n

(x, g)T Kn(X
1

)|3]
 E[E[G3(⌘

1

) | X
1

]|↵
n

(x, g)T Kn(X
1

)|3]
 C

3

(1 +D)⇠
n

E[|↵
n

(x, g)T Kn(X
1

)|2]
= C

3

(1 +D)⇠
n

↵
n

(x, g)TE[ Kn(X
1

) Kn(X
1

)T ]↵
n

(x, g)

 C3

3

C
2

(1 +D)⇠
n

,

and

E[|g(⌘
1

)↵
n

(x, g)T Kn(X
1

)|4]  C4

3

C
2

D⇠2
n

.

Thus, applying Corollary 2.2 with parameters �, b,� in the corollary satis-
fying � = �

n

= (log n)�1, b = b
n

= O(⇠
n

), and � = O(1) shows that there

exists a sequence fW
n

of random variables such that fW
n

d

= sup
f2Fn

G
n

f =
sup

(x,g)2I⇥G

B
n

(x, g) and as n ! 1,

|W
n

�fW
n

| = OP(n
�1/6⇠1/3

n

log n+n�1/4⇠1/2
n

log5/4 n+n�1/2+1/q⇠
n

log3/2 n).

This completes the proof. ⌅
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APPENDIX B: MOTIVATING EXAMPLES FOR SERIES EMPIRICAL
PROCESSES IN SECTION 3.2

Example B.1 (Forms of S
n

(x, g) arising in nonparametric mean regres-
sion). Here we explain which forms of S

n

(x, g) arise in the nonparametric
series or sieve mean regression. Consider a (generally heteroscedastic) non-
parametric regression model

Y
i

= m(X
i

) + ⌘
i

, E[⌘
i

| X
i

] = 0, E[⌘2
i

| X
i

= x] = �2(x), 1  i  n,

where Y
i

is a scalar response variable, X
i

is a d-vector of covariates of which
the support = [0, 1]d, and ⌘

i

is a scalar unobservable error term. We assume
that the data (Y

1

, X
1

), . . . , (Y
n

, X
n

) are i.i.d. The parameter of interest is
the conditional mean function m(x) = E[Y

1

| X
1

= x].
Consider series estimation of m(x). The idea of series estimation is to

approximate m(x) by
P

Kn
j=1

✓
Kn,j Kn,j(x) with K

n

! 1 as n ! 1 and to

estimate the vector ✓Kn = (✓
Kn,1, . . . , ✓Kn,Kn)

T by the least squares method:

b✓Kn = arg min
✓

Kn
2RKn

n

X

i=1

�

Y
i

�  Kn(X
i

)T ✓Kn
�

2

.

The resulting estimate of m(x) is given by bm(x) =  Kn(x)T b✓Kn .
The asymptotic properties of the series estimate have been thoroughly

investigated in the literature. Importantly, under suitable regularity con-
ditions, the rescaled and recentered estimator admits an asymptotic linear
form:

S̃
n

(x) =

p
n(bm(x)�m(x))

|A
2n

 Kn(x)| ⇡  Kn(x)TA
1n

|A
2n

 Kn(x)|

"

1p
n

n

X

i=1

⌘
i

 Kn(X
i

)

#

=: S
n

(x),

where A
1n

= (E[ Kn(X
1

) Kn(X
1

)T ])�1 and

A
2n

= (E[�2(X
1

) Kn(X
1

) Kn(X
1

)T ])1/2A
1n

.

See, for example, [11]. Here S̃
n

(x) ⇡ S
n

(x) means that S̃
n

(x) = S
n

(x) +
oP(log

�1/2 n) uniformly in x 2 I (the remainder term could be faster, but
oP(log

�1/2 n) is fast enough to make the remainder term negligible in ap-
proximating (in the Kolmogorov distance) the distribution of sup

x2I

S̃
n

(x)
by that of the Gaussian analogue of sup

x2I

S
n

(x) as the expectation of the
latter is typically O(

p
log n); see Remark 2.5 and Lemma A.1). Hence, for

the purpose of making uniform inference on m(x) over a Borel subset I of
[0, 1]d, it is desirable to have a (tractable) distributional approximation of
the quantity W

n

= sup
x2I

S
n

(x). ⌅
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Example B.2 (Forms of S
n

(x, g) arising in nonparametric quantile regres-
sion). Here we explain which forms of S

n

(x, g) arise in the nonparametric
series or sieve quantile regression. Let (Y

1

, X
1

), . . . , (Y
n

, X
n

) be i.i.d. random
variables taking values in R⇥Rd where the support of X

1

= [0, 1]d. Suppose
that the parameter of interest is the conditional quantile function:

Q(⌧, x) = inf{y : F
Y |X

(y | x) � ⌧}, x 2 [0, 1]d, ⌧ 2 (0, 1),

where F
Y |X

(y | x) = P(Y
1

 y | X
1

= x) is the conditional distribution
function. Consider series estimation of Q(⌧, x). A standard way is to solve
the following minimization problem:

b✓Kn(⌧) = arg min
✓

Kn
2RKn

n

X

i=1

⇢
⌧

�

Y
i

�  Kn(X
i

)T ✓Kn
�

,

where ⇢
⌧

(y) = {⌧ � 1(y  0)}y is called the check function [8], and where
K

n

! 1 as n ! 1. A series estimate of Q(⌧, x) is obtained by bQ(⌧, x) =
 Kn(x)T b✓Kn(⌧). Let T be an arbitrary closed interval in (0, 1). Suppose that
the conditional distribution function F

Y |X

(y | x) has a Lebesgue density
f
Y |X

(y | x). Then, subject to some regularity conditions, the rescaled and
recentered estimator admits an asymptotically linear form:

S̃
n

(x, ⌧) =

p
n( bQ(⌧, x)�Q(⌧, x))

p

⌧(1� ⌧)|A
2n

(⌧) Kn(x)|

⇡  Kn(x)TA
1n

(⌧)
p

⌧(1� ⌧)|A
2n

(⌧) Kn(x)|

"

1p
n

n

X

i=1

{⌧ � 1(Y
i

 Q(⌧, X
i

))} Kn(X
i

)

#

=: S
n

(x, ⌧),

whereA
1n

(⌧) = J
n

(⌧)�1, J
n

(⌧) = E[f
Y |X

(Q(⌧, X
1

) | X
1

) Kn(X
1

) Kn(X
1

)T ],

A
2n

(⌧) = (E[ Kn(X
1

) Kn(X
1

)T ])1/2J
n

(⌧)�1 (note that ⌧(1�⌧) comes from
the conditional variance of 1(Y

i

 Q(⌧, X
i

)) given X
i

). Here too S̃
n

(x, ⌧) ⇡
S
n

(x, ⌧) means that S̃
n

(x, ⌧) = S
n

(x, ⌧)+oP(log
�1/2 n) uniformly in (x, ⌧) 2

I ⇥ T ; see [7] and Belloni et al. [1, Theorem 2]. Note that

Y
i

 Q(⌧, X
i

) , ⌘
i

 ⌧, with ⌘
i

= F
Y |X

(Y
i

| X
i

),

and ⌘
i

are uniform random variables on (0, 1), independent of X
1

, . . . , X
n

.
So letting g

⌧

(⌘) = ⌧ � 1(⌘  ⌧), we have the expression

S
n

(x, ⌧) =
 Kn(x)TA

1n

(⌧)
p

⌧(1� ⌧)|A
2n

(⌧) Kn(x)|

"

1p
n

n

X

i=1

g
⌧

(⌘
i

) Kn(X
i

)

#

.
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For the purpose of making uniform inference on Q(⌧, x) over (⌧, x) 2 T ⇥I, it
is desirable to have a (tractable) distributional approximation of the quantity
W

n

= sup
(x,⌧)2I⇥T

S
n

(x, ⌧). ⌅
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APPENDIX C: OBTAINING ALMOST SURE BOUNDS FROM
THEOREM 2.1

The purpose of this section is to derive almost sure bounds from The-
orem 2.1. We use the same notation as that in Section 2. Consider an
infinite sequence X

1

, X
2

, . . . of i.i.d. random variables taking values in a
measurable space (S,S). Let F be some class of functions defined on S. In
this section, the function class F is independent of n. For each n, denote
Z
n

= sup
f2F

G
n

f where

G
n

f =
1p
n

n

X

i=1

(f(X
i

)� E[f(X
i

)]), f 2 F .

We look for conditions under which there exists a sequence of random vari-
ables eZ

n

such that
�

�

�

Z
n

� eZ
n

�

�

�

= O
a.s.

(r
n

)

where r
n

! 0 as n ! 1 is a sequence of constants and for each n,

(5) eZ
n

d

= sup
f2F

G
P

f.

To this end, we have the following theorem:

Theorem C.1 (Almost sure bounds). Let ↵ and � be some constants

satisfying ↵ > 1 and � > q/(q � 2). Denote �
n

= n�1/�(log n)�↵

. Suppose

that assumptions (A1), (A2) with q � 3, and (A4) of Section 2 are satisfied.

In addition, suppose that  = 
n

and " = "
n

are chosen so that 3
n

�
E[kE
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[|f(X
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)|3]k
F

] and �
n
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, �
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) = O(1). Then there exists a sequence

eZ
n

of random variables satisfying (5) and
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�
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(log n)↵/q

n1/(2�)�1/(q�)

!

Remark C.1. One interesting feature of this theorem is that it gives a
dimension-free result, that is, the bound does not explicitly depend on the
dimensionality d when S ⇢ Rd.

Proof. The proof consists of two steps. In the first step, we construct
random variables eZ

n

along the subsequence n = n
m

= m� , m � 1 so that
the conclusion of the theorem holds for this subsequence. In the second
step, we show that the conclusion of the theorem holds for all n if we define
eZ
n

= eZ
nm for all n

m

 n < n
m+1

.
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Step 1: Note that by Lemma 2.1, assumption (A3) is satisfied, and so we
can apply Theorem 2.1 for all n. In particular, we can construct eZ

n

for all
n = n

m

, m � 1, such that
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for these n. Further, �
n

("
n

, �
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) = O(1), ↵ > 1, and � > q/(q � 2) > 1 imply
that

1

X
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C log n

m

n
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so that it follows from the Borel-Cantelli lemma that

(6)
�
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Z
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(�
nm("nm , �nm)) as m ! 1.

This completes Step 1.
Step 2: Let s

m

, m � 1, be some sequence of constants to be chosen later.
We will use the Montgomery-Smith maximal inequality [see 10, 5]:
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Using (7) and setting �n
m

= n
m+1

� n
m

, we obtain for all m � 1,
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= (m(logm)↵)2/q and
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where K(q) is a su�ciently large constant, we obtain from Theorem 5.1

that the probability in (8) is bounded from above by t�q/2

m

. Our choice of
t
m

ensures that
1

X
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t�q/2
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< 1,
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so that applying the Borel-Cantelli lemma one more time, we obtain

(9) max
nm<n<nm+1

�
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Note also that �n
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 �m��1, and Theorem 5.2 implies that E[kG
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O(1), so that
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since � > q/(q � 2), which we assume. Substituting �n
m

and t
m

gives

(10) s
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= O(m(��1)/2+1/q(logm)↵/q) as m ! 1

Combining (6), (9), and (10) together with defining en := en
n

:= n
m

for all

n
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 n < n
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and eZ
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:= eZen
d
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G
P
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, we
have
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It remains to bound |(en/n)1/2 eZ
n

� eZ
n

|. To this end, note that eZ
n

is the
supremum of a zero-mean Gaussian process, whose distribution is indepen-
dent of n. Moreover, eZ

n

is finite almost surely. Therefore, it follows from
Proposition A.2.3 in [13] that there exists a constant K 0 such that

E[exp{K 0( eZ
n

)2}] = O(1).

Therefore, eZ
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a.s.

(
p
log n). Since (en/n)1/2 � 1 = O(n�1/�), we conclude

that
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Combining (11) and (12) completes the proof. ⌅
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